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COMPUTER SECURITY: ARE WE PREPARED
FOR CYBERWAR?

THURSDAY, MARCH 9, 2000

HOUSE OF REPRESENTATIVES,
SUBCOMMITTEE ON GOVERNMENT MANAGEMENT,
INFORMATION, AND TECHNOLOGY,
COMMITTEE ON GOVERNMENT REFORM,
Washington, DC.

The subcommittee met, pursuant to notice, at 10 a.m., in room
2247, Rayburn House Office Building, Steve Horn (chairman of the
subcommittee) presiding.

Present: Representatives Biggert, Walden, and Turner.

Staff present: J. Russell George, staff director and chief clerk;
Matt Ryan, senior policy administrator; Bonnie Heald, director of
communications; Bryan Sisk, clerk; Ryan McKee, staff assistant;
Trey Henderson, minority professional staff member; and Jean
Gosa, minority staff assistant.

Mr. HORN. The hearing of the House Subcommittee on Govern-
ment Management, Information, and Technology will come to
order. Earlier this year, the Nation successfully met its first tech-
nological challenge of the new millennium, Y2K. Although the time,
labor, and $100 billion cost for this effort, private and public, we
learned much from this experience. Those lessons will be especially
important now as we turn to the second technological challenge of
the new year, computer security.

We are here today to learn. In April 1996, this subcommittee
held a similar information hearing on the year 2000 computer
problem. Our questions will be many of the same questions we
asked in that hearing 4 years ago. We want to know the dimension
and scope of these cyber attacks. We want to know what efforts are
being undertaken toward solving the problem, and we want to
%{DOW what the Federal Government is doing to address this prob-
em.

Since the early 1990’s, the worldwide use of computers and com-
puter networks has skyrocketed. The Internet has revolutionized
the way governments, nations, and individuals communicate, and
the way to conduct business. The Internet and electronic mail are
now available 24 hours a day to anyone with a desktop computer,
a modem, and a telephone line. Yet, without rigorous efforts to pro-
tect the sensitive information contained in these computer systems,
many of the Nation’s essential services, telecommunications, power
distribution, national defense, and so on down the line are vulner-
able to cyber attacks.
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Over the last few weeks, several of the Nation’s most viable
Internet websites have fallen prey to “denial-of-service computer
attacks.” Although these attacks disrupt essential business serv-
ices, they only scratch the surface of cyber attacks that may be tak-
ing place in other highly integrated computer networks.

Our first panel of witnesses today will discuss the vulnerability
of the Nation’s vital computer systems and the Government’s ef-
forts to protect them. Our second panel, from the private sector,
will demonstrate how easy it is to invade or hack a computer sys-
tem, and what organizations can do to protect these systems. We
welcome each of you and we look forward to your testimony.

If you will stand and raise your right hands, we will swear you
in.

[Witnesses sworn. ]

Mr. HOrN. The clerk will note that all four witnesses affirmed
the oath. We will start with Mr. Tritak, Director of Critical Infra-
structure Assurance Office, Department of Commerce. Mr. Tritak.
I might say, the way we work here, once I announce you, your full
statement is automatically put in the record.

The staff has read it and when we have had a chance, we read
it. We then want you, if you could, to summarize it in 5 minutes.
Do not read it, whatever you do, but give us from your heart what
this problem is. That is what we are interested. When you are all
done, we will then have questions, 5 minutes on each side when
those Members come here. We will try to get a rounding out of
what the testimony is.

So, Mr. Tritak, you are first.

[The prepared statement of Hon. Stephen Horn follows:]
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"A quorum/_];cingpresent, the hearing of the House Subcommittee on Government
Management, Information, and Technology will come to order.

"Barlier this year, the nation successfully met its first technological challenge of the new
millennium -- Y2K. Although the time, labor and $100 million cost of this effort was enormous,
both public and private sectors learned much from the experience.

"Y2K underscored the need for a disciplined management approach to problem solving.
Teamwork and determination in both the public- and private-sectors helped meet the Y2K
challenge. That type of commitment will be equaily important as we tumn to the second
technological challenge of the New Year -- computer security.

"We are here today to learn. In April 1996, this subcommittee held a similar

informational hearing on the Year 2000 computer problem. Our questions will be many of the
same questions we asked in that hearing nearly four years ago. We want to know the dimension
and scope of these cyber attacks; we want to know what efforts are being undertaken toward
solving the problem; and we want to know what the federal government is doing to address this

problem.

"Since the early 1990s, the worldwide use of computers and computer networks has
skyrocketed. The Internet has revolutionized the way governments, nations, and individuals

communicate and conduct business. Financial transactions and electronic mail are now available
24 hours a day to anyone with a desktop computer, a modem and a telephone line. Internet web
sites, computer bulletin boards, and e-mail provide a "virtual world" of unlimited information.
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"Yet, without rigorous efforts to protect the sensitive information contained in these Web
sites and computer systems, many of the nation's essential services, such as telecommunications,
power distribution, and national defense, are vulnerable to cyber attacks.

"Over the last few weeks, several of the nation’s most visible Internet web sites have
fallen prey to “denial of service” computer attacks. Although these attacks disrupt essential
business services, they only scratch the surface of the cyber attacks that may be taking place in
other, highly integrated computer networks.

"Qur first panel of witnesses today will discuss the vulnerability of the nation's vital
computer systems, and the Government's efforts to protect them. Our second panel is from the
private sector and will demonstrate how easy it is to invade, or "hack,” a computer system and
what organizations can do to protect these systems.

"We welcome each of you, and look forward to your testimony.”
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STATEMENT OF JOHN TRITAK, DIRECTOR, CRITICAL INFRA-
STRUCTURE ASSURANCE OFFICE, DEPARTMENT OF COM-
MERCE; JOHN GILLIGAN, CHIEF INFORMATION OFFICER,
DEPARTMENT OF ENERGY, AND CO-CHAIR, SECURITY, PRI-
VACY, AND CRITICAL INFRASTRUCTURE COMMITTEE, CIO
COUNCIL; KAREN BROWN, DEPUTY DIRECTOR, NATIONAL
INSTITUTE OF STANDARDS AND TECHNOLOGY, DEPART-
MENT OF COMMERCE; AND RICH PETHIA, DIRECTOR, COM-
PUTER EMERGENCY RESPONSE TEAM COORDINATION CEN-
TERS, SOFTWARE ENGINEERING INSTITUTE, CARNEGIE
MELLON UNIVERSITY

Mr. TRITAK. Thank you very much, Mr. Chairman.

I am grateful for this opportunity to appear before you today to
begin a dialog with you and your committee on the issues relating
to critical infrastructure assurance and computer security. In the
way of talking about infrastructure, one of them I want to mention
is that my slides just showed up. If you do not mind, I would like
to just put them up before you.

Mr. HORN. Sure. Keep talking. They can put them up.

Mr. TRITAK. In any event, Mr. Chairman, Americans have long
depended on delivery of essential services over the Nation’s critical
infrastructures. The need to assure the delivery of these services
against significant disruptions has been a concern of infrastruc-
tures, owners, and operators for as long as there have been electric
power plants, telecommunications systems, airlines, railroads,
banking, and financial services. In other words, critical infrastruc-
ture assurance itself is not new.

What is new is the increasing reliance on information technology
and computer networks to operate those infrastructures. This grow-
ing reliance introduces new complexities, interdependencies, and
potentially vulnerabilities. The threat that individuals, groups, and
nation states are seeking to identify and exploit these
vulnerabilities is real and growing.

[Chart shown.]

Mr. TRITAK. In recognition of this, President Clinton issued
PDD-63 establishing the protection of the Nation’s infrastructures
as a national security priority. As you can see from the chart, Mr.
Chairman, PDD-63 sets forth an ambitious goal. It calls for a na-
tional capability by 2003 to protect our critical infrastructure from
intentional attacks that could significantly diminish the Federal
Government’s ability to perform essential national security mis-
sions and to ensure general public health and safety, State and
local government’s ability to maintain order, and to deliver mini-
mal essential services to the public.

Three, the private sector’s ability to ensure the orderly function-
ing of the economy and the delivery of essential telecommuni-
cations, energy, financial, and transportation services. The impor-
tant conclusion of PDD—-63 is that critical infrastructure assurance
is a shared responsibility. With 90 percent of the Nation’s infra-
structures being privately owned and operated, the Federal Gov-
ernment alone cannot guarantee its protection.

In response to the issuance of PDD-63, the Federal Government
had to organize itself in order to meet the challenges posed by this
unique national security challenge. A national coordinator for secu-
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rity, infrastructure protection, and counter-terrorism was created
to oversee national policy development and implementation, as well
as to advise the President and national security advisor on the
same.

My Office of Critical Infrastructure Assurance Office was created
to coordinate policy development for the national plan, to assist
agencies in analyzing their critical infrastructure dependencies,
and to coordinate national education and awareness efforts. The
National Infrastructure Protection Center was created at the FBI
to serve as a threat assessment center, focusing on threat warn-
ings, vulnerabilities, and law enforcement.

For each infrastructure sector that could be a target for infra-
structure cyber or physical attacks, a single government depart-
ment or agency was established as a lead agency for working di-
rectly with representatives from private industry.

[Chart shown.]

Mr. TrRITAK. Earlier this year, President Clinton issued the first
version of the national plan. Displayed before you is the cover. It
says a lot about what the plan is and is not. First, the plan focuses
on the cyber dimensions for securing critical infrastructures and
underscore the new challenges posed by the information age. That
is not to say that physical infrastructure protection is no longer im-
portant. It is.

Future versions of the plan will reflect that importance. In fact,
the plan is designated 1.0 and subtitled, An Invitation to a Dia-
logue For a Good Reason. It is very much a work in progress. It
concentrates on the Federal Government’s efforts in infrastructure
protection. The plan acknowledges that this is not enough. We
must work closely with industry and include them in the national
planning process.

We must also deal with the fact that there is an international
dimension to national information assurance, as well as a domestic
one. Of course, we must work closely with you in the Congress to
ensure that your concerns, ideas, and interests are reflected in sub-
sequent versions of the plan.

[Chart shown.]

Mr. TRITAK. To meet the goal of PDD-63, the national plan es-
tablishes 10 programs for achieving three broad objectives. First,
steps must be taken to identify the key elements and systems that
constitute our critical infrastructures. Their vulnerability to attack
must be assessed and plans must be developed to address those
vulnerabilities.

In so preparing, we hope to prevent attacks from reaching their
target in the first place. Next, should such attacks occur, we must
develop a means to identify, assess, and warn about them in a
timely manner. The attacks must then be contained. Disrupted
services must be restored and affected systems must be reconsti-
tuted.

Finally, we must lay a strong foundation upon which to create
and support the Nation’s commitment to achieving the first two ob-
jectives. These include coordinated research and development,
training, and employing information security experts, raising
awareness, and, where appropriate, identify potential legal or legis-
lative reforms.



[Chart shown.]

Mr. TRITAK. The President requested $2 billion for critical infra-
structure protection in his fiscal year 2001 budget request. This
represents a 15 percent increase over fiscal year 2000 funding. Of
this, 85 percent supports protection of agency infrastructures; 72
percent goes to supporting critical infrastructure efforts within the
national security agencies.

Our President proposes a number of key initiatives in his budget
request. I will just highlight a few. The Federal Cyber Service Ini-
tiative seeks to redress the shortage of information security exper-
tise in the Federal Government. This shortfall reflects the scarcity
of college-level programs in information security. It also reflects the
inability of the Government to compete for highly skilled workers
in this area.

Our goal is to recruit, train, and retain a cadre of IT specialists
for Federal service. The Federal Intrusion Detection Network will
serve as a centralized burglar alarm system for critical computer
systems within civilian government agencies. Intrusion Detection
Systems will be installed and operated by the civilian agencies.
Alarm data indicating anomalous computer activity will be sent
through the agency, by the agency to the GSA for further analysis.

Only if there is evidence of criminal behavior will data be sent
to the NIPC and law enforcement. FIDNet will not monitor any
private network traffic. It will comply with all existing privacy
laws. The Partnership for Critical Infrastructure Security attempts
to build on the efforts already underway between government and
industry.

It seeks to bring the individual sectors together to encourage a
cross-sectoral dialog as a common concern, such as the growing
interdependencies among the infrastructure owners and operators.
The Partnership also provides a form for infrastructure owners and
operators to engage other interested stakeholders, including the
audit community, insurance community, Wall Street, and the in-
vestment community, and of course mainstream businesses who
are the ultimate consumers of infrastructure services.

Now, the partnership is dedicated to the belief that once industry
recognizes a business case for action, economic self-interest in the
market can go a long way toward addressing the challenges of in-
frastructure assurance. That is not to say that self-interest in the
market alone can solve these problems, because they cannot.
Where they cannot, and what national security interests of their
country requires, the Federal Government must step in to address
any gaps and vulnerabilities that may exist.

Last month, over 200 representatives of more than 120 compa-
nies began to organize their participation in this Partnership. I
think the Partnership represents a good step in not only addressing
issues of common concern, but also for industry to take a lead in
addressing the problems that confront us today. When you have
good partnership between industry and government, we are better
able to identify and define our respective roles so that where there
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are gaps, where the market cannot address a problem of concern
to the Nation, we can fill that gap.

Given the limited time, Mr. Chairman, I am going to conclude
my remarks here and I look forward to your questions.

[The prepared statement of Mr. Tritak follows:]
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Mr. Chairman, it is an honor to appear before you today to talk about the National Plan for
Information Systems Protection, Version 1.0, and the role being performed by the Critical
Infrastructure Assurance Office (CIAO) of which I am Director. I am grateful for the opportunity to
discuss the Administration’s efforts to achieve President Clinton’s goal of establishing by 2003 a
full operational capability to defend the critical infrastructures of the United States against
deliberate attacks aimed at significantly disrupting the delivery of services vital to our nation’s
defense, economic security, and the health and safety of its people. This goal cannot be reached
without the strong support and active participation of the Congress.

1. Introduction

The Information Age has fundamentally altered the nature and extent of our dependency on these
critical, nation-wide infrastroctures. Increasingly, our Government, economy, and society are being
connected into an ever expanding and interdependent digital nervous system of computers and
information systerss. With this interdependence comes new vulnerabilities. One person with a
computer, a modem, and a telephone line anywhere in the world can potentially break into sensitive
Government files, shut down an airport's air traffic control system, or disrupt 911 services for an
entire community.

The threats posed to our critical infrastructures by hackers, terrorists, criminal organizations and
foreign Governments are real and growing. The need to assure delivery of critical services over our
infrastructures is not only a concern for the national security and federal law enforcement
communities; it is also a growing concern for the business community, since the security of
information infrastructure is a vital element of E-commerce. Drawing on the full breadth of
expertise of the federal government and the private sector is therefore essential fo addressing this
matter effectively.

The President signed Presidential Decision Directive 63 in May1998, detailing the
Administration’s policy on critical infrastructure protection. In the 22 months since, we have made
significant progress in protecting our critical infrastructures. The National Plan for Information
Systems Protection (the Plan) was released last month to serve as a blueprint for establishing a
critical infrastructure protection (CIP) capability. The plan represents the first attempt by any
national Government to design a way to protect those infrastructures essential to the delivery of
electric power, oil and gas, communications, transportation services, banking and financial services,
and vital human services. Increasingly, these infrastructures are being operated and controlled
through the use of computers and computer networks. :

The current version of the Plan focuses mainly on the domestic efforts being undertaken by the
Federal Government to protect the Nation’s critical cyber-based infrastructures. Later versions will
focus on the efforts of the infrastmicture owners and operators, as well as the risk management and
broader business community. Subsequent versions will also reflect to a greater degree the interests
and concerns expressed by Congress and the general public based on their feedback. That is why
the Plan is designated Version 1.0 and subtitled An Invitation to a Dialogue -- to indicate that it is
still a work in progress and that a broader range of perspectives must be taken into account if the
Plan is truly to be “pational” in scope and treatment.
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The Critical Infrastructure Assurance Office (CIAO) was created by PDD-63 to integrate the
various sector plans into the National Plan, coordinate analyses of the U.S. Government’s own
dependencies on critical infrastructures, assist in the development of national education and
awareness programs, and coordinate legislative and public affairs. To the extent Federal efforts to
protect its own critical infrastructures require strengthening the security of related computer
systems, the CIAO works closely with members of the Chief Information Officers Council and
other responsible officials who are responsible for the actual development and implementation of
appropriate Federal computer security programs.

President Clinton has increased funding on critical infrastructure substantially during the past three
years, including a 15% increase in the FY2001 budget proposal to $2.0 billion. He has also
developed and requested funding on new initiatives to defend the nation’s computer systems from
cyber attack.

II. The Plan: Overview and Highlights

President Clinton directed the development of this Plan to chart the way toward the attainment of a
national capability to defend our critical infrastructures by the end of 2003. To meet this ambitious
goal, the Plan establishes 10 programs for achieving three broad objectives. They are:

Objective 1: Prepare and Prevent: Undertake those steps necessary to minimize the
possibility of a significant and successful attack on our critical information networks, and build an
infrastructure that remains effective in the face of such attacks.

Program 1 calls for the Government and the private sector to identify significant assets,
interdependencies, and vulnerabilities of critical information networks from attack, and to
develop and implement realistic programs to remedy the vulnerabilities, while continuously
updating assessment and remediation efforts.

Objective 2: Detect and Respond: Develop the means required to identify and assess
attacks in a timely way, contain such attacks, recover quickly from them, and reconstitute those
systems affected.

Program 2 will install multi-layered protection on sensitive computer systems, including
advanced firewalls, intrusion detection monitors, anomalous behavior identifiers, enterprise-
wide management systems, and malicious code scanners. To protect critical Federal
systems, computer security operations centers will receive warnings from these detection
devices, as well as Computer Emergency Response Teams (CERTs) and other means, in
order to analyze the attacks, and assist sites in defeating attacks.

Program 3 will develop robust intelligence and law enforcement capabilities to protect
critical information systems, consistent with the law. It will assist, transform, and strengthen
U.S. law enforcement and intelligence Agencies to be able to deal with a new kind of threat
and a new kind of criminal - one that acts against computer networks.
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Program 4 calls for a more effective pationwide system to share attack warnings and
information in a timely manner. This includes improving information sharing within the
Federal Government and encouraging private industry, as well as state and local
governments, to create Information Sharing and Analysis Centers (ISACs), which would
share information among corporations and state and local Governments, and could receive
warning information from the Federal Government. Program 4 additionally calls for
removal of existing legal barriers to information sharing.

Program 5 will create capabilities for response, reconstitution, and recovery to limit an
attack while it is underway and to build into corporate and Agency continuity and recovery
plans the ability to deal with information attacks. The goal for Government and the
recommendation for industry is that every critical information system have a recovery plan
in place that includes provisions for rapidly employing additional defensive measures (e.g.,
more stringent firewall instructions), cutting off or shutting down parts of the network under
certain predetermined circumstances (through enterprise-wide management systems),
shifting minimal essential operations to “clean” systems, and to quickly reconstitute affected

systems.

Objective 3: Build Strong Foundations: Take all actions necessary to create and support
the Nation’s commitment to Prepare and Prevent and to Detect and Respond to attacks on our
critical information networks.

Program 6 will systematically establish research requirements and priorities needed to
implement the Plan, ensure funding, and create a system to ensure that our information
security technology stays abreast with changes in the threat environment.

Program 7 will survey the numbers of people and the skills required for information security
specialists within the Federal Government and the private sector, and takes action to train
current Federal IT workers and recruit and educate additional personnel to meet shortfalls.

Program § will explain publicly the need to act now, before a catastrophic event, to improve
our ability to defend against deliberate cyber-based attacks.

Program 9 will develop the legislative framework necessary to support initiatives proposed
in other programs. This action requires intense cooperation within the Federal Government,
including Congress, and between the Government and private industry.

Program 10 builds mechanisms to highlight and address privacy issues in the development
of each and every program. Infrastructure assurance goals must be accomplished in a
manner that maintains, and even strengthens, American’s privacy and civil liberties. The
Plan outlines nine specific solutions, which include consulting with various communities;
focusing on and highlighting the impact of programs on personal information; committing
to fair information practices and other solutions developed by various working groups in
multiple industries; and working closely with Congress to ensure that each program meets
standards established in existing Congressional protections.
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II.  The Program: Goals and Descriptions

I would like to highlight a few of the programs in the remainder of my testimony. In these
programs, the Administration seeks to accomplish two broad aims of the Plan - the establishment
of the U.S. Government as a model of infrastructure protection, and the development of a public-
private partnership to defend our national infrastructures.

A.' The Federal Government as a Model of Information Security

We often say that more than 90% of our critical infrastructures are neither owned nor operated by
the Federal Government. Partnerships with the private sector and state and local governments are
therefore not just needed, but are the fundamental aspect of critical infrastructure protection. Yet,
the President rightly challenged the Federal Government in PDD-63 to serve as a model for critical
infrastructure protection — to put our own house in order first. Given the complexity of this issue,
we need to take advantage of the breadth of expertise within the Federal Government to ensure that
we enlist those Agencies with special capabilities and relationships with private industry to the
fullest measure in pursuit of our common goal.

The President has developed and provided full or pilot fonding for the following key initiatives
designed to protect the Federal Government's computer systems:

Federal Computer Security Requirements and Governnent Infrastructure Dependencies. One
component of this effort supports aggressive, Government-wide implementation of federal
computer security requirements and analysis of vulperabilities. Thus, in support of the release of the
National Plan, the President announced his intent to create a permanent Expert Review Team
(ERT) at the Department of Commerce’s National Institute of Standards and Technology (NIST).
The ERT will be responsible for helping Agencies identify vulnerabilities, plan secure systems, and
implement Critical Infrastructure Protection Plans. Pursuant to existing Congressional authorities
and administrative requirements, the Director of the team would consult with the Office of
Management and Budget and the National Security Council on the team’s plan to protect and
enhance computer security for Federal Agencies. The President’s Budget for FY2001 proposes $5
million for the ERT,

Under PDD-63, the President directed the CIAO to coordinate analyses of the U.S. Government’s
own dependencies on critical infrastructures. Many of the critical infrastructures that support our
nation’s defense and security are shared by a number of Agencies. Even within Government,
critical infrastructure outages may cascade and unduly impair delivery of multiple critical services.
The CIAQ is coordinating an interagency effort to develop a more sophisticated identification of
critical nodes and systems, and to understand their impact on national security, national econormic
security, and public health and safety Government-wide. These efforts support the work of the ERT
in identifying critical nodes of the Government’s information infrastructures that require
vulnerability analyses, and provide valuable input to Agencies for planning secure computer
systems and implementing computer security plans. This research, when complete, will permit the
Federal Government to identify and redress its most significant critical infrastructure vulnerabilities
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first, and provide the necessary framework for well informed critical infrastructure protection policy
making and budget decisions. '

Federal Intrusion Detection Network (FIDNet). PDD-63 marshals Federal Government
resources to improve interagency cooperation in detecting and responding to significant computer
intrusions into civilian Government critical infrastructure nodes. The program — much like a
centralized burglar alarm system ~ would operate within long-standing, well-established legal
requirements and Government policies covering privacy and civil liberties. FIDNet is intended to
protect information on critical, civilian Government computer systems, including that provided by
private citizens. It will not monitor or be wired into private sector computers. All aspects of the
FIDNet will be fully consistent with all laws protecting the civil liberties and privacy rights of
Americans.

To sapport this effort, the Administration proposes funding in the President’s FY2001 Budget ($10
million) to create a centralized intrusion detection and response capability at the General Services
Administration (GSA). This capability will function in consort with GSA’s Federal Computer
Incident Response Capability, and assist Federal Agencies to:

» detect and analyze computer attacks and unauthorized intrusions;
» share attack warnings and related information across Agencies; and
« respond to attacks in accordance with existing procedures and mechanisms.

FIDNet is intended to promote confidence in users of Federal civilian computer systems. It is
important to recognize that FIDNet has a graduated system for response and reporting attack.
Intrusion information would be collected and analyzed by home-Agency experts. Only data on
system anomalies would be forwarded to GSA for further analysis. Thus, intrusion detection would
not become a pass-through for information to the Federal Bureau of Investigation or other law
enforcement entities. Law enforcement would receive information about computer attacks and
intrusions only under long-standing legal rules — no new authorities are implied or envisioned by
the FIDNet program.,

One additional benefit of Government-wide intrusion detection is to improve computer intrusion
reporting and the sharing of incident information consistent with existing government computer

security policy. Varjous authorities require Agencies to report criminal intrusions to appropriate
law enforcement personnel, which include the National Infrastructure Protection Center.

FIDNet will support law enforcement’s responsibilities where cyber-attacks are of a criminal nature
or threaten national security.

In short, FIDNet will:
* berun by the GSA, not the FBIL;
s monitor only Federal Government networks, not monitor any private network traffic;
e operate within current legal authorities, and confer no new authorities on any
Government Agency;
¢ be fully consistent with privacy law and practice, and
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« provide a coordinated analysis process for early identification of malicious intrusion
attempts against Federal networks.

Federal Cyber Services (FCS). One of the nation’s strategic shortcomings in protecting our
critical infrastructures is a shortage of skilled information technology (IT) personnel. Within IT, the
shortage of information systems security personnel is acute. The Federal Government’s shortfall of
skilled information systems security personnel amounts to a crisis. This shortfall reflects a scarcity
of university graduate and undergraduate information security programs and the inability of the
Government to provide the salary and benefit packages necessary to compete with the private sector
for the limited number of these highly skilled workers. In attacking this problem through the
Federal Cyber Services initiative described below, we are leveraging the initial efforts made by the
Defense Department, the National Security Agency, and some other Federal Agencies. The
President’s Budget for FY2001 proposes $25 million for this effort.

The Federal Cyber Services training and education initiative, highlighted by the President at the
Plan’s release, introduces five programs to help solve the Federal IT security personnel problem.
The programs inchude all facets of information assurance education and training in order fo address
the immediate need for more skilled professionals, create a pipeline for recruitment of new
professionals, and promote a national commitment to information assurance.

« astudy by the Office of Personnel Management to identify and develop competencies for
Federal information technology (IT) security positions, and the associated training and
certification requirements.

e the development of Centers of IT Excellence to establish competencies and certify current
Federal IT workers, and maintain their information security skill levels throughout their
careers. :

* The creation of a Scholarship for Service (SFS)-program to recruit and educate the next
generation of Federal IT managers by awarding scholarships for the study of information
security, in return for a comumitment to work for a specified time for the Federal
Government. This program will also support the development of information security
faculty.

e The development of a high school outreach and awareness program that will provide a
curriculum for computer security awareness classes and encourage careers in IT fields.

e The development and implementation of a Federal Information Security awareness
curriculum aimed at ensuring computer security literacy throughout the entire Federal
workforce.

Research and Development. A key component to our ability to protect our critical
infrastructures now and in the future is a robust research and development plan, As part of the
structure established by PDD-63, the interagency Critical Infrastructure Coordination Group
(CICG) created a process to identify technology requirements in support of the Plan. Chaired by the
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Office of Science and Technology Policy (OSTP), the Research and Development Sub-Group works
with Agencies and the private sector to:

e gain agreement on requirements and priorities for information security research and
development;

¢ coordinate among Federal Departments and Agencies to ensure the requirements are met
within departmental research budgets and to prevent waste or duplication among
departmental efforts;

e communicate with private sector and academic researchers to prevent Federally funded
R&D from duplicating prior, ongoing, or planned programs in the private sector or
academia; and

o identify areas where market forces are not creating sufficient or adequate research efforts in
information security technology.

That process, begun in 1998, has helped focus efforts on coordinated cross-government critical
infrastructure protection research. Among the priorities identified by the process are:

e technology to support large-scale networks of intrusion detection monitors;

o artificial intelligence and other methods to identify malicious code (trap doors) in operating
system code;

* methodologies to contain, stop, or eject intruders, and to mitigate damage or restore
information-processing services in the event of an attack or disaster;

e technologies to increase network reliability, system survivability, and the robustness of
critical infrastructure components and systems, as well as the critical infrastructures
themselves; and

o technologies to model infrastructure responses to attacks or failures; identify
interdependencies and their implications; and locate key vulnerable nodes, components, or
systems.

The President’s Budget for FY2001 proposes $606 million across all Agencies for critical
infrastructure related R&D investment.

The need exists, however, to coordinate R&D efforts not just across the Federal Government, but
between the public and private sectors as well. A fundamentally important initiative that has the
ability to pull disparate pieces of the national R&D community into closer relationships is the
Institute for Information Infrastructure Protection (I3P). This organization is created to identify and
fund research and technology development to protect America's cyberspace from attack or other
failures. Iwill discuss the PP in detail when I address Public-Private Partnership issues.
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Public Key Infrastructure. Protecting critical infrastructures in the Federal Government
and private sectors requires development of an interoperable public key infrastructure (PKI). A PKI
enables data integrity, user identification and authentication, user non-repudiation, and data
confidentiality through public key cryptography by distributing digital certificates (essentially
electronic credentials) containing public keys, in a secure, scalable, and reliable manner. The
potential of PKI has inspired numerous projects and pilots throughout the Federal Government and
private sectors. The Federal Government has actively promoted the development of PKI technology
and has developed a strategy to integrate these efforts into a fully functional Federal PKI. The
President’s Budget for FY2001 proposes $7 million to ensure development of an interoperable
Federal PKI

To achieve the goal of an integrated Federal PK], and protect our critical infrastructures, the Federal
Government is working with industry to implement the following program of activities:

o Connect Agency-wide PKls into a Federal PKI: DoD, NASA, and other Government
Agencies are actively implementing Agency-wide PKIs to protect their internal critical
infrastructures. While a positive step, these isolated PKls do not protect infrastructures that
cross Agency boundaries. Full protection requires an integrated, fully functional PKL

o Connect the Federal PKI with Private Sector PKIs: Private sector groups are actively
developing their own PKls as well. While a positive step, these isolated PKIs do not protect
infrastructures that cross Government or industry sector boundaries.

o Encouraging development of interoperable Commercial Off-the-Shelf (COTS) PKI
Products: Limitation to a single vendor’s solution can be a serious impediment, as most
organizations have a heterogeneous computing environment. Consumers must be able to
choose COTS PKI components that suit their needs.

o Validating the Security of Critical PKI Components: Protecting critical infrastructures
require sound implementation. The strength of the security services provided to the critical
infrastructures depends upon the security of the PKI components. Validation of the security
of PKI components is needed to ensure that critical infrastructures are adequately protected.
NIST is pursuing a validation program for PKI components.

e Encouraging Development of PKI-Aware Applications: To encourage development of PKI-
aware applications, the Government is working with vendors in key application areas. One
example is the secure electronic mail projects that have been performed jointly with
industry.

B. Public-Private Partnership
Inter-dependent computer networks are an integral part of doing business in the Information Age.

America is increasingly dependent upon computer networks for essential services, such as banking
and finance, emergency services, delivery of water, electricity and gas, transportation, and voice and
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data communications. New ways of doing business in the 21st century are rapidly evolving.
Business is increasingly relying on E-commerce for its commercial transactions as well as for its
critical operations, At the same time, recent hacking attempts at some of the most popular
commercial Web sites underscore that America’s information infrastructure is an attractive target
for deliberate attack or sabotage. These attacks can originate from a host of sources, such as
terrorists, criminals, hostile nations, or the equivalent of car thief “joyriders.” Regardless of the
source, however, the potential for cyber damage to our national security and economy is evident.

The infrastructures at risk are owned and operated by the private sector. The use of information
technology is so embedded in the core operations and customer service delivery systems of industry
that inevitably, it will be they who must work together to take the steps necessary to protect
themselves. The Federal government can help. The first major step is the elevation of awareness
across industry of the “business case for action” for leaders within industry. They have a
commercial interest in maintaining a secure business environment that assures public confidence in
their institutions. We can help identify and publicize problems as well as good practices in
management policies and strategies. We can also encourage planning, promote research and
development, and convene meetings. In short, we can act as a catalyst for industry to mobilize.

A strategy of cooperation and partnership between the private sector and the U.S. Government to
protect the Nation’s infrastructure is the linchpin of this effort. The President is committed to
building partnerships with the private sector to protect our computer networks through the
following initiatives:

Institute for Information Infrastructure Protection (I°P). The Institute would identify
and address serious R&D gaps that peither the private sector nor the Government's R&D
comumunity would otherwise address, but that are necessary to ensure the robust, reliable operation
of the national information infrastructure. First proposed by the scientists and corporate officials
who served on the President's Committee of Advisors on Science and Technology, the Institute is
supported by leading corporate Chief Technology Officers. The President’s FY2001 Budget
proposes $50 million for the Institute. Funding would be provided through the Commerce
Department’s National Institute of Standards and Technology (NIST) to this organization.

The Institute will work directly with private sector information technology suppliers and consumers
to define research priorities and engage the country's finest technical experts to address the
priorities identified. Research work will be performed at existing institutions including private
corporaticns, universities, and non-profit research institutes. The Institute will also make
provisions to accept private sector support for some research activities.

Partnership for Critical Infrastructure Security.  Last month, Commerce Secretary Daley
met with senior representatives from over 120 major cosporations, many Fortune 500, representing
owners and operators of critical infrastructures, their suppliers, and their customers, to organize a
Partnership for Critical Infrastructure Security. Industry has taken the lead on this effort, and is
actively pursuing ways to assure their ability to deliver critical services.
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The Partnership will explore ways in which industry and Government can work together to address
the risks to the nation’s critical infrastructures. Federal Lead Agencies are currently building
partnerships with individual infrastructure sectors in private industry, including communications,
banking and finance, transportation, and energy. The Partnership will serve as a forum in which to
draw these individual efforts together to facilitate a dialogue on cross-sector interdependencies,
explore common approaches and experiences, and engage other key professional and business
communities that have an interest in infrastructure assurance. By doing so, the Partnership hopes to
raise awareness and understanding of, and to serve, when appropriate, as a catalyst for action
among, the owners and operators of critical infrastructures, the risk management and investment
communities, other members of the business community, and state and local Governments.

National Infrastructure Assurance Council (NYAC). President Clinton established the
NIAC by Executive Order 13130 on July 14, 1999, When fully constituted, it will consist of up to
30 leaders in industry, academia, the privacy community, and state and local Government. The
NIAC will provide advice and counsel to the President on a range of policy matters relating to
critical infrastrecture assurance, including the enhancement of public-private partnerships,
generally.

IV, Conclusion

In conclusion, the National Plan is an important step forward. My staff and [ are committed to
building on this promising beginning, coordinating the Government’s efforts into an integrated
program for critical infrastructure protection in support of the National Coordinator for Security,
Infrastructure Protection, and Counter-Terrorism, and the Federal Government, generally. We are
actively working with members of the CIO Council, as well as members of the defense,
intelligence, and law enforcement agencies to develop this program. However, we have much work
left to do, and T hope to work with the members of this committee, indeed with the Congress as a
whole, as we wrestle with this developing field.

Thank you again for this opportunity to testify. Ilook forward to your questions.
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Mr. HORN. Thank you very much. I would appreciate it at this
point in the record if you would submit the national plan for the
record. So, without objection, it will be put right after this point.

We now go the next gentleman who is very familiar to this com-
mittee. You are doing a fine job. Mr. John Gilligan, Chief Informa-
tion Officer, Department of Energy, and Co-Chair, Security, Pri-
vacy, and Critical Infrastructure Committee of the Chief Informa-
tion Officer Council. Mr. Gilligan.

Mr. GILLIGAN. Thank you, Chairman Horn.

As you noted, I come before the committee speaking in both my
role as Chief Information Officer of the Department of Energy and
as well the Co-Chair of the Federal CIO Council Security, Privacy,
and Critical Infrastructure Committee. As I prepared for this testi-
mony, I gave a lot of thought to what I viewed were the two critical
issues that I face as a Federal CIO. I would like to spend a moment
addressing these issues for you.

Up-front, let me tell you that my biggest issues are not tech-
nology challenges. The primary challenge is educating and convinc-
ing line management that computers and networks, as well as the
information they possess and process, should be treated and man-
aged as mission-essential and strategic organization resources. Let
me illustrate my point with an example.

Last summer, at one of the Department of Energy laboratories
we conducted a security audit. The laboratory was evidenced as
having the best firewall within the Department, very good security
policies, and adequate protection of our classified systems. How-
ever, that same organization had a number of instances of what I
refer to as no-brainer security weaknesses. For example, there were
a number of computer systems that had software configurations
that were years out of date.

In this case, they were not taking advantage of dozens of patches
that had fielded to upgrade the security of those systems over the
years. In addition, there were a number of systems where their
passwords, including system administrator passwords were easily
guessed, or in some cases even used the term “password.” These
and other weaknesses provided relative ease of a potential hacker
to break into the laboratory’s unclassified computer system.

As I evaluated this apparent paradox, the same organization
having both the best and the worst security practices, the root
issue became clear to me. The organization was not focusing on in-
formation technology as an overall laboratory resource, rather only
sub-sets of the systems and networks were being pro-actively man-
aged. Most of the unclassified computers were procured and oper-
ated as work center or personal resources.

I have found similar dichotomy at a number of other daily sites.
The problem at this lab was not the absence of sound security poli-
cies or lack of security technology knowledge, but the fact that
management of computers had become highly decentralized and, in
many cases, was a personal task. I found that the number of sys-
tem administrators approached the number of laboratory employ-
ees.

The security audit findings highlighted to the laboratory director
and senior management that they had fundamental problems with
information technology management. The solution required a fun-
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damental change in how computers, networks were purchased, in-
stalled, and operated. I firmly believe that this is the most signifi-
cant and pervasive problem facing Federal agency CIOs.

A second challenge I face is working with Federal managers in
the Department of Energy in determining how much security is
enough. That is, how much is adequate? In the past, primary secu-
rity focus was on the protection of national security information,
classified systems, and more easily controlled mainframe comput-
ers. Adequate security was defined by security gurus, in most
cases, with much input from line management, and defined, in
most cases, in absolute terms.

Today, we use computers for a wide variety of missions where it
is not cost effective or appropriate to apply the same protection
mechanism or security policies in all cases. We have information
relating to national security. Personnel data and business oper-
ations must be protected to ensure confidentiality. On the other
hand, we have public websites where we want to protect the integ-
rity of the information. In addition, there are mission impact and
perception factors which influence what is adequate, as well as rap-
idly changing threats, missions, and technologies.

Federal security policies require an assessment of risk to guide
management decisions on what is adequate. Sounds easy. I would
submit that it is not. The Federal Government is also held to a
very high standard and one that continues to change and become
more stringent over time. In my testimony, I have included some
status updates within the Department of Energy on our recent se-
curity activities. I will not detail them here.

I would like to, however, turn for a few minutes to the work of
the CIO Security, Privacy, and Critical Infrastructure Protection
Committee, which I co-chair with Roger Baker, CIO of the Depart-
ment of Commerce, and Fernando Robano, CIO of the Department
of State. Our committee is developing a set of products that we be-
lieve will augment and accelerate improvements in implementing
adequate levels of protection in assuring appropriate privacy of
Federal information and systems.

I would like to submit for the record a brief summary of our com-
mittee activities.

[The information referred to follows:]
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Initiatives and Activities of the Federal CIO Council's
Security, Privacy, and Critical Infrastructure Committee.

Identify, evali and di. i best practi including products that have been certified or
accredited under recognized federal authorities (e.g. Common Criteria, National Infrastructure
Assurance Plan (NIAP), etc.)

Best Security Practices (BSPs) are essential components of sound security programs. Because no
coordinated Government initiative has existed to put BSPs in the hands of Federal Organizations, the
Security Practices Subcommittee was formed to collect, document and develop a web-based

repository for Best Security Practices (BSPs)/.

Promote the maintenance of up-to-date system patches, the closing of vulnerabilities, and the establishment
aof other warning and noticing processes to improve the security of systems by federal agencies

The "Sample Policy Working Group™ of the CIO Council has prepared a draft of a "Computer Incident
Response and Handling " policy. Based on the Department of Energy's policy implemented by the
Computer Incident Advisory Center, this sample policy is intended to serve as a guideline for other
agencies to follow.

Identify security and privacy solutions that enable delivery of services while ensuring adequate security
and privacy in a risk balanced implementation

As the Federal government continues to create E-Government services—thus changing the way
citizens and companies interact with government—a major issue is information security, including the
validity, reliability and privacy of both stored and transmitted information. In light of this issue, the
CIO Council is partnering with the Chief Financial Officers Council and the Information Technology
Association of America to develop and identify security solutions that enable delivery of services
while ensuring adequate security in a risk balanced implementation.

Work with OMB and NIST to identify draft or sample policies (e.g. model procurement guidelines for the
acquisition of information assurance products, systems, and services, and model privacy impact
assessments) for use by federal agencies in the areas of security and privacy

The CIO Council has outlined a measurement framework to determine the maturity of an agency's
Information Technology (IT) security program. The Information Technology (IT) Security Maturity
Framework comprises six levels to guide and prioritize agency efforts as well as provide a basis to measure

progress.

Lead and partner with other organizations to sponsor conferences, newsletters, and workshops to promote
activities and issues in regard to PDD-63 and privacy issues (e.g. IRMCO, FOSE, E-Gov, 14C)

The CIO Council is sponsoring Critical Infrastructure Protection Day (March 2), Security Awareness Day
(TBD) and is considering several options to participate as a co-sponsor in other conferences (Defending
Cyberspace '99 and National Information Systems Security Conference).

1 A pest security practice is a method, proven by effective experience, that people use to perform a security-related
task.
DRAFT
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Initiatives and Activities of the Federal CIO Council's
Security, Privacy, and Critical Infrastructure Committee.

Hdentify funding for techrological solutions that ad secure information access and exchange with
privacy
The CIO Council has identified the opportunity for organizations to submit proposals through the National

Science Foundation for agencies to partner with R&D universities to address IT Security and Privacy
Challenges. This funding totals a potential of $146 million.

Partner with the GI'TS Board to promote coordinated agency efforts to use public key technology
for authentication

DRAFT
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Mr. GILLIGAN. I would also like to highlight a few of the commit-
tee’s efforts. Our project to develop and Information Technology Se-
curity Maturity Framework is intended to help guide agencies and
senior government officials in establishing and maturing an effec-
tive cyber security program. Following the example of the success-
ful Software Capability Maturity Framework developed by Carne-
gie Mellon University, the Information Technology Security Matu-
rity Framework recommends the building block approach to secu-
rity.

Emphasis is placed at lower levels on critical foundation activi-
ties, such as documented policy, and clearly defined assigned re-
sponsibilities, as well as robust training and security assessment of
progress. I have brought a display that summarizes the six levels
of security maturity described in the draft framework. The Security
Committee believes that all agencies should be working toward
achievement of level 2 in the near term.

This level describes what is called a documented security pro-
gram. It is based on policy and guidance from the General Account-
ing Office, the Office of Management and Budget, and the National
Institute for Standards and Technology. The committee is working
to develop specific evaluation criteria, a checklist guide that could
be used for level 2, as well as further definition of level 3.

We have invited the Software Engineering Institute and the Gen-
eral Accounting Office to participate in the refinement of the
framework. The committee also has initiatives in the development
of a tool that will allow us to identify and make available the Fed-
eral agency’s best security practices. We are developing sample
agency policies and guidelines dealing with security and privacy.

We are working to accelerate the use of so-called public key
encryption. We are working with the Information Technology Asso-
ciation of America in the development of security solution bench-
marks, linked to common electronic services such as financial track
statues with the public, benefit inquiries over the web, and elec-
tronic submission of contractor pricing proposals.

I would like to conclude my remarks with some recommendations
from my perspective as co-chair of the Security, Privacy, Critical
Infrastructure Committee. The first two recommendations deal
with funding for security. First, I recommend that organizations
specifically identify and analyze their expenditures in cyber secu-
rity. In this regard, I suggest that we work with the government
and industry to establish and refine benchmarks against which line
managers can assess whether their investment is comparable to
similar organizations.

Work by the Gardner Group suggests that a reasonable range for
cyber security spending is somewhere between 1 and 5 percent of
an organization’s spending for information technology. Second, I
would recommend consideration of increased funding for a set of
governmentwide security initiatives that are focused not on multi-
year research or product development, but on short-term imme-
diate operational benefits for Federal agencies.

I note that most of our CIO Council cyber security efforts are fo-
cused toward ongoing operational support. Furthermore, I rec-
ommend that we continue to tightly tie our cyber security efforts
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with other initiatives to improve overall management of informa-
tion technology resources from an enterprise perspective.

Finally, I suggest that we continue to focus our education efforts
toward government managers. I believe managers need to know
how to make risk tradeoffs. What they need is greater awareness
of their responsibility in managing information technology as a
strategic resource, as well as simple benchmarks and metrics, such
as funding levels and a maturity framework, against which they
can evaluate organization-specific risks, as well as the progress of
their cyber security programs.

This concludes my testimony. I look forward to your questions.

[The prepared statement of Mr. Gilligan follows:]
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Chairman Horn, I want to thank you for this opportunity to appear before the
Subcommittee to share my views relating to the increasingly important subject of security
of Federal computer systems. I am addressing the Committee both as the Chief
Information Officer for the Department of Energy, as well as Federal Co-Chair of the

CIO Council's Security, Privacy and Critical Infrastructure Committee.

I will focus initially on the significant challenges that I face as CIO of a large,
diverse and decentralized organization to improve computer security. Up front, let me
tell you that my biggest challenges are not technology challenges. The primary challenge
is educating and convincing line management that the computers and networks, as well as
the information that they process, should be treated and managed as mission essential and
strategic organization resources. Let me illustrate my point with an example. Last
summer, we conducted an audit of security at one of DOE's laboratories. The laboratory
was evaluated as having good local security policies, the best firewall in DOE, and
outstanding protection of classified systems. This same organization, however, exhibited
a large number of instances of what I call "no brainer" security weakness. For example,
there were a number of computers with software configurations that were several years
out of date -- that is, not taking advantage of dozens of security patches and upgrades --
and a significant number of systems, including system administrator's stations, had easily
guessed passwords like the term "password" or in some cases no password protection.
These and other weaknesses provided a relatively easy ability to break into the

laboratory’s unclassified systems.
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As 1 evaluated this apparent paradox, the same organization having the best and
the worst security practices, the root issue became clear. The organization was not
focusing on information technology as an overall laboratory resource. Rather, only
subsets of the systems and networks were being proactively managed. Most of the
unclassified computers were procured and operated as "work center" or "personal”
resource. 1 have found a similar dichotomy at other DOE sites. The problem at this lab
was not the absence of sound security policies or lack of technical security knowledge,
but the fact that the management of computers had become highly decentralized and in
many cases was a "personal" task. I found that the numbers of systems approached‘ the

number of laboratory employees.

The security audit findings highlighted to the Laboratory Director and senior
management that they had fundamental problems with information technology
management. The solution required a fundamental change to how computers and
networks were purchased, installed, and operated. Significant cost benefits would accrue
as well. In short, this organization, and I would submit many Federal organizations,
needs to move from treating computers and networks as personal or work-center tools to
enterprise-wide resources requiring rigorous and consistent management. I firmly

believe this is the most significant and pervasive problem facing Federal agency CIO's.

To manage information technology as an enterprise activity requires a major

culture shift for many organizations. Without making this shift, as I saw at the DOE
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Laboratory, world-class security protection capabilities in other parts of the organization

were of little value.

A second challenge I face working with managers in DOE is determining how
much security is enough: how much is adequate. In the past, primary computer security
focus was on the protection of national security information and more easily controlled
mainframe systems. Adequate security was defined by security "gurus,” in most cases
without much input from line management and in absolute terms. Today, we use
computers for a wide variety of missions where it is not cost-effective or appropriate to
apply the same protection mechanism or security policies in all cases. We have
information relating to national security, personnel, and business operations that must be
protected to ensure confidentiality. On the other hand, we have public web sites for
which we want to protect the integrity of the information presented therein, and in many
cases reliability of service is important. In addition, there are mission impact and
perception factors that influence what is "adequate,” as well as rapidly changing threats,
missions, and technologies.

Federal policies require an assessment of risk to guide management decisions on
wht is "adequate”. Sounds easy? I would submit that it is not! The Federal government
is held to a very high standard, one that continues to change and become more stringent
over time.

Let me turn now to a brief summary of what the Department of Energy has done
over the past year to improve our computer se‘curity efforts. To start, we revised our

cyber security policies to better define expectations and to require each DOE site to



30

document threat-based security plans based on a risk management assessment. We also
clearly placed risk management and security implementation accountability in the line
management chain. As I noted earlier, this is a major culture change and will take some

months to be fully effective.

We have just completed an expedited program to train 1000 system administrators
across the DOE complex, and we have had security awareness "stand downs" at all DOE
sites to heighten management and employee awareness of all facets of security. I have
doubled the size of our Department-wide team of cyber security experts -- our Computer
Incident Advisory Capabilities or CIAC -- who monitor key Department cyber resources,
analyze cyber incidents, and provide early warning of attacks or vulnerabilities. We are in
the process of developing a DOE Cyber Security Architecture that will serve as a guide
for each site in establishing site specific security implementation consistent across the
DOE enterprise. In addition, we have taken a number of measures to significantly
reduce the risk of inadvertent or intentional compromise of our classified data at our
weapons laboratories. In summary, we have made a lot of progress since last spring
when security problems at DOE made national headlines. We still have areas where
additional progress is needed, but we have established what I believe is a proper, solid

foundation and we are seeing rapid progress.

T would like to also comment about the work of the CIO Council Security,
Privacy and Critical Infrastructure Protection Committee that I co-chair with Roger

Baker, CIO of the Department of Commerce, and Fernando Burbano, CIO of the



31

Department of State. Our Comumittee is developing a set of products. We believe that
these products will augment and accelerate improvements in implementing "adequate"”
levels of protection and ensuring appropriate privacy of Federal information and systems.

I would like to submit for the record a brief summary of our specific initiatives.

I would also like to highlight a few of the Committee’s efforts. Our project to
develop an Information Technology Security Maturity Framework is intended to help
guide agencies and senior government officials in establishing and maturing an effective
cyber security program. Following the example of the successful Software Capability
Maturity Framework developed by Carnegie Mellon University, the Information
Technology Security Maturity Framework recommends a building block approach to
security. Emphasis is placed at the lower levels on critical foundation activities such as
documented policy and clearly defined assigned responsibilities, as well as robust

training and security assessment progress.

I have brought a display that summarizes the six levels of security maturity
described in the Framework. The Committee believes that all agencies should be
working for achievement of Level 2 in the near term. This level describes a Documented
Security Program and is based on policy and guidance from the GAO, OMB and NIST.
The Committee is working to develop specific evaluation criteria, a checklist guide, that
could be used for Level 2 as well as further definition of Level 3. We have also invited
the Software Engineering Institute and GAO to participate in the refinement of the

Framework. We would welcome the opportunity to work with this Committee to make
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this a meaningful and effective tool for both the Executive as well as the Legislative

branches.

The Committee also has developed a web-based repository for Best Security
Practices (BSP), leveraging initial work done by the National Security Agency (NSA)
and the National Institute of Standards and Technology (NIST). This tool supports rapid
search and retrieval of exemplary security practices (tools, policies, procesées} as well as
on-line submission of candidate best practices. The BSP system tool is available in
prototype now and will be operational in May. We are also promoting sample agency
policies or guidelines dealing with privacy risk analysis and incident response and
security patch distribution. Separately, the Committee is working with several
government organizations to accelerate use of Public Key encryption, to improve security

within the Federal government and in our interactions with the private sector.

An additional effort that we are just initiating with the support of the Chief
Financial Officer's Council and the Information Technology Association of America
(ITAA) is the development of security solution benchmarks linked to common electronic
services such as conducting financial transactions electronically with the public, benefits
inquiries over the web and electronic submission of contract or pricing proposals. This
effort is specifically focused to provide managers with guidance on what government and
industry believes to be an adequate level of security. Our goal is to provide a sufficiently
robust set of examples, or a framework, that managers could use to assist them in

addressing the question of what is adequate security in a particular application. In
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addition, we are aggressively working with the Critical Infrastructure Assurance Office to
promote greater awareness of Critical Infrastructure Protection requirements and methods
in order to energize Federal Agency efforts in this area.

1 would like to conclude my remarks with some recommendations from my
perspective as co chair of the Security, Privacy, and Critical Infrastructure Protection
Committee. My recommendations are provided with intent of helping to accelerate the
pace of achieving a level of adequate security for Federal systems. The first two
recommendations deal with funding for security. In an effort to improve visibility of
cyber security, I recommend that organizations specifically identify and analyze their
expenditures in cyber security. In this regard, I suggest that we work within the
government and with industry to establish and refine benchmarks against which line
managers can assess whether their investment level is comparable to similar
organizations. The Department of Energy recently started doing this, and while this is
ot a perfect metric, it does allow me to engage in discussion with line managers on the
question of what is adequate -- in this case how much should they be spending on
security. Work by the Gartner Group suggests that a reasonable range for cyber security
spending is somewhere between 1% and 5% of an organization's spending for
information technology. Clearly, we will need to improve and refine these measures, but
1 believe there would be great benefit with focused attention on this area.

Second, I would recommend consideration of increased funding for a sét of
government-wide security initiatives that are focused, not on multi-year research or
product development, but on short-term, immediate operational benefit for Federal

agencies. Inote that most of our CIO Council Cyber Security efforts are focused toward
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ongoing operational support. Similar efforts by GSA and NIST focus on immediate
operational support, Furthermore, 1 recommend that we continue to tightly tie our cyber
security efforts with efforts to improve overall management of information technology
resources from an enterprise-wide perspective. The personal computer and ubiquitous
networks have resulted in a culture of local “ownership” and fragmented management
that make it very difficult to achieve the level of security that we need and deserve.
Moreover, many of our security policies focus on individual systems and fail to
emphasize the necessity of enterprise-wide focus. Finally, I suggest that we continue to
focus our education efforts toward government managers. | believe managers know how
to make risk tradeoffs. What they need is gfeater awareness of their responsibilities in
managing information technology as a strategic resource, as well as simple benchmarks
and metrics (such as funding levels or maturity framework) against which they can
evaluate organization specific risks as well as the progress of their cyber security

programs.

This concludes my testimony. Ilook forward to your questions.
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Mr. HORN. Thank you very much, Mr. Gilligan.

Our next witness is Ms. Karen Brown, the Deputy Director, Na-
tional Institute of Standards and Technology, otherwise known as
NIST. With the Weather Bureau there, I wonder why we cannot
be MIST? Anyhow, the Department of Commerce. Thank you for
coming.

Ms. BROWN. Thank you.

Thank you Mr. Chairman and members of this subcommittee for
the invitation to speak to you today about computer security issues.
Computer security continues to be an ongoing and challenging
problem that demands the attention of the Congress, the executive
branch, industry, academia, and the public. Computer security is
not a narrow technical concern.

The explosive growth in electronic commerce highlights the Na-
tion’s ever-increasing dependence upon the secure and reliable op-
eration of our computer systems. Computer security has a vital in-
fluence on our economic health and our Nation’s security, and we
commend the committee for your focus on this security. Today, I
would like to address NIST computer security activities that con-
tribute to improving computer security for the Federal Government
and the private sector.

I would also like to briefly describe for you our proposed new pro-
gram activities for next year. Under NIST statutory responsibil-
ities, we develop standards and guidelines for agencies to help pro-
tect their sensitive, unclassified information systems. In meeting
the needs of our customers in both the public and private sector,
we work closely with industry, Federal agencies, testing organiza-
tions, standards groups, academia, and private sector users.

As awareness of the need for security grows, more secure prod-
ucts will be demanded in the marketplace. Addressing security will
also help ensure that electronic commerce growth is not limited be-
cause of security concern. What does NIST do specifically? To meet
these responsibilities in customer needs, we first work to improve
the awareness of the need for computer security, which is an ongo-
ing effort.

Additionally, we research new technologies and their security im-
plications. We work to develop security standards and specifica-
tions to help users specify security needs, and establish minimum
security requirements for Federal systems. We develop and manage
security testing programs in cooperation with the private sector to
enable users to have confidence that a product meets a security
specification.

We also produce security guidance to promote security planning
and secured system operations in administration. I will briefly dis-
cuss the need and benefits of each. First, there is a need for timely,
relevant, and easily assessable information to raise awareness
about risk, vulnerabilities, and requirements for protection of infor-
mation systems. This is particularly true for new and rapidly
emerging technologies which are being delivered with such speed
in the Internet age.

We host and sponsor information sharing among security edu-
cators, the Federal Security Program Managers’ Forum, and indus-
try. We seek advice from our external advisory board of computer
experts. We meet regularly with members of the Federal computer
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security community, including the Chief Information Officer of the
Security Committee, and the Critical Information Assurance Office.

We actively support information sharing through our con-
ferences, workshops, webpages, publications, and bulletins. A sec-
ond need is for research on information technology vulnerabilities
and cost effective security. When we identify new technologies that
could potentially influence our customer security practices, we re-
search these technologies and their potential vulnerabilities.

We also work to find ways to apply new technologies in a secure
manner. The solutions we develop are made available to both pub-
lic and private users. Research helps us to find more cost effective
ways to implement and address security requirements. The third is
the need for standards and for ways to test that standards are
properly implemented on products. For example, cryptographic al-
gorithms and techniques are essential for protecting sensitive data
and electronic transition.

NIST has long been active in developing Federal Cryptographic
Standards and working in cooperation with private sector vol-
untary standards organizations in this area. We are currently lead-
ing a public program to develop the Advanced Encryption Standard
[AES], which will serve 21st Century Security needs. Another as-
pect of our standards activity concerns public key and key manage-
ment infrastructures.

We have been actively involved in working with industry and the
Federal Government to promote the security and inter-operability
of such infrastructures. Standards help users to know what secu-
rity specifications may be appropriate for their needs. Testing com-
plements this by helping users have confidence that security stand-
ards and specifications are correctly implemented in the products
they buy.

Testing also helps reduce the potential vulnerabilities that prod-
ucts contain that could be used to attack systems. For over 5 years,
we have led the Cryptographic Module Validation Program, which
has now validated about 90 modules, with another 50 expected this
year. This successful program utilizes private sector accredited lab-
oratories to conduct security conformance testing of cryptographic
modules against the Federal standard we developed and maintain.
Many of these activities are being done in cooperation with the De-
fense Department’s National Security Agency in our National Infor-
mation Assurance Partnership.

The goal is to enable product developers to get their products
tested easily and voluntarily, and for users to have access to infor-
mation about test products. Under this program, we have also led
the development of an international mutual recognition arrange-
ment, whereby the results of testing in the United States are recog-
nized by our international partners, thus reducing costs to the in-
dustry.

Advice and technical assistance for both government organiza-
tions and private sector is the fourth need. While I have given you
a few examples of NIST work, I obviously have not covered every-
thing. I want to emphasize there is still much more to be done.
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Please keep in mind that approximately $6 million of direct con-
gressional funding supports both our Federal and industry com-
puter security responsibilities. This is plainly not enough.

Thank you.

[The prepared statement of Ms. Brown follows:]
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Mr. Chairman and members of the subcommittee thank you for the invitation to speak to
you today about computer security issues. I am Karen Brown, Deputy Director of the
National Institute of Standards and Technology of the Department of Commerce’s
Technology Administration.

Computer security continues to be an ongoing and challenging problem that demands the
attention of the Congress, the Executive Branch, industry, academia, and the public.
Computer security is not a narrow, technical concern. The explosive growth in Electronic
Commerce highlights the nation’s ever increasing dependence upon the secure and
reliable operation of our computer systems. Computer security, therefore, has a vital
influence on our economic health and our nation’s security and we commend the
Committee for your focus on security.

Today I would like to address NIST’s computer security activities that contribute to
improving computer security for the Federal Government and the private sector. I also
would like to briefly describe for you our proposed new program activities for next year
as requested in the President’s budget.

Under NIST’s statutory federal responsibilities, we develop standards and guidelines for
agencies to help protect their sensitive unclassified information systems. Additionally,
we work with the information technology (IT) industry and IT users in the private sector
on computer security in support of our broad mission to strengthen the U.S. economy,
and especially to improve the competitiveness of the U.S. information technology
industry. As awareness of the need for security grows, more secure products will be more
competitive in the marketplace. Addressing security will also help ensure that Electronic
Commerce growth is not limited because of security concerns.

In meeting the needs of our customers in both the public and private sector, we work
closely with industry, Federal agencies, testing organizations, standards groups,
academia, and private sector users. Cooperation and collaboration are essential to tackle
many common problems facing users throughout the country.

What does NIST do specifically? To meet these responsibilities and customer needs, we
first work to improve the awareness of the need for computer security. This helps
increase demand for secure and reliable products. Additionally, we research new
technologies and their security implications and vulnerabilities and develop guidance to
advise users accordingly. We work to develop security standards and specifications to
help users specify security needs in their procurements and establish minimum security
requirements for Federal systems. We develop and manage security testing programs, in
cooperation with private sector testing laboratories, to enable users to have confidence
that a product meets a security specification. We also produce security guidance to
promote security planning, and secure system operations and administration. I will
briefly discuss the need and benefits of each.
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First, there is a need for timely, relevant, and easily accessible information to raise
awareness about the risks, vulnerabilities and requirements for protection of information
systems. This is particularly true for new and rapidly emerging technologies, which are
being delivered with such alacrity by our industry. We host and sponsor information
sharing among security educators, the Federal Computer Security Program Managers’
Forum, and industry. We seek advice from our advisory board of computer experts.
(Computer System Security and Privacy Advisory Board). We meet regularly with
members of the Federal computer security community, including the Chief Information
Officers’ Security Committee, and the Critical Infrastructure Assurance Office. We
actively support information sharing through our conferences, workshops, web pages,
publications, and bulletins. Raising awareness helps ensure appropriate attention is
accorded security and helps increase the demand for secure products and security
services.

A second need is for research on information technology vulnerabilities and the
development of techniques for the cost-effective security. When we identify new
technologies that could potentially influence our customers’ security practices, we
research the technologies and their potential vulnerabilities. We also work to find ways
to apply new technologies in a secure manner. The solutions that we develop are made
available to both public and private users. Some examples are methods for authorization
management and policy management, ways to detect intrusions to systems, and
demonstrations of mobile agents. Research helps us find more cost-effective ways to -
implement and address security requirements.

Third is the need for standards, and for ways to test that standards are properly
implemented in products. For example, cryptographic algorithms and techniques are
essential for protecting sensitive data and electronic transactions. NIST has long been
active in developing Federal cryptographic standards and working in cooperation with
private sector voluntary standards organizations in this area. Moreover, in the standards
area we have been working with the private sector in preparing for the future. We are
leading a public process to develop the Advanced Encryption Standard (AES), which will
serve 21 century security needs. Another aspect of our standards activities concerns
Public Key and Key Management Infrastructures. The use of cryptographic services
across networks requires the use of “certificates” that bind cryptographic keys and other
security information to specific users or entities in the network. We have been actively
involved in working with industry and the Federal government to promote the security
and interoperability of such infrastructures.

Standards help users to know what security specifications may be appropriate for their
needs. Testing complements this by helping users have confidence that security
standards and specifications are correctly implemented in the products they buy. Testing
also helps reduce the potential that products contain vulnerabilities that could be used to
attack systems.

For over five years, we have led the Cryptographic Module Validation Program, which
has now validated about 90 modules with another 50 expected this year. This successful
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program utilizes private sector accredited laboratories to conduct security conformance
testing of cryptographic modules against a Federal standard we develop and maintain.
More recently, we have been working with the international security community to define
security criteria in an international standard that can be used to develop security
specifications for products, such as firewalls or operating systems. We are actively
working with industry partners in the smart card, health care, and telecommunications
fields to accomplish such development of specifications.

Many of these activities are being done in cooperation with the Defense Department’s
National Security Agency in our National Information Assurance Partnership. Private
sector laboratories are being accredited under our National Voluntary Laboratory
Accreditation program to conduct such testing. The effort involves developing testing
competencies and a process for accrediting testing organizations. The goal is to enable
product developers to get their products tested easily and voluntarily, and for users to
have access to information about tested products. Under this program we have also led
the development of an international mutual recognition arrangement whereby the results
of testing in the U.S. are recognized by our international partners, thus reducing the costs
to industry.

Advice and technical assistance for both government organizations and private sector
users is the fourth need. For example, we have issued guidance including telecommuting
and security, security concerns inherent in PBX technology, security requirements in
Public Key Infrastructure (PKI) implementation, use of firewalls, and intrusion detection
in networks. We also provide program guidance to agencies and are working to complete
a document on security program metrics and self-assessment. The information and
guidelines that we have developed are available to all users free-of-charge via our web
site. We also support agencies on specific security projects on a cost-reimbursable basis
when NIST expertise is required.

‘While I have given you a few examples of NIST’s work, I obviously have not covered
everything. 1 want to emphasize that there is still much more to be done to address the
continuing challenges of computer security. To put our program in perspective, please
keep in mind that approximately $6 million of direct Congressional funding supports both
our Federal and industry computer security responsibilities. (In addition, we receive
approximately $2 million in outside agency funding to provide technical assistance on
particular projects.) This is plainly not enough.

As reflected in the requests made in the President’s FY 2001 budget, NIST needs
additional resources to help improve the security posture of the Federal government.
Looking at the critical information infrastructures of the nation, we also need substantial
investments in security research to find ways to protect our infrastructures.

To address the need for additional research to protect our critical infrastructures, the
White House has proposed establishing a $50 million Institute for Information
Infrastructure Protection (IIIP), which was initially recommended by the President's
Committee of Advisors on Science & Technology (PCAST). The HIP will identify and
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fill the gaps not being met by private sector market demands or Government agency
mission objectives in critical infrastructure protection and provide a strong and secure
foundation to protect the various critical infrastructures upon which the Nation’s security
and economy rely. IIIP’s R&D, which will aim to help prevent security problems will
include work that can be applied to protect multiple sectors’ infrastructures, and thus will
complement sector-specific R&D underway elsewhere in the government and private
sector. This initiative will help strengthen the focused existing and planned security
architectures within the critical infrastructure sectors and help prepare the
owners/operators of those infrastructures to survive potential hostile activities. The IIIP
will not have any direct role in support of law enforcement or deterring attacks, but will
fund R&D to develop new generations of IT security solutions that would be made
available for DoJ/FBI, other agencies, and the private sector can use to prevent and
respond to future cyber-threats. The ITIP will be a partnership among industry, academia
and the government (including both state and local governments). At the core of the
partnership is ITIP’s selection of information infrastructure protection R&D focus areas,
which will rely heavily on advice and guidance obtained from outside experts.

The security of Federal systems must also be improved. These systems contain sensitive
information about our citizens and provide services upon which our citizens’ safety and
well-being depend. The government should exert leadership and set an example for the
nation in protecting against risks and vulnerabilities. Two of the budget proposals focus
primarily upon the security of Federal systems. Specifically, we propose to establish an
Expert Review Team (comprised of eight FTE’s) to advise agencies of their
vulnerabilities, help prioritize and develop strategies for security fixes, assist agencies in
preparing for future security threats, and help agencies plan for security in new system
developments. This preventative approach will complement the reporting activities of
programs such as FedCIRC. Secondly, we seek a five million dollar increase to enable
additional critical activities in the area of cryptography, security management and best
practices guidance, and the protection of supervisory control systems.

So let me close by again emphasizing that our national commitment to improve security
must be increased. NIST stands ready to play a key role through supporting the proposed
Institute, leading the Expert Review Team, and conducting additional work to developing
needed security guideline and standards, research in security technology, leading testing
programs, and raising awareness and demand for security products and services. This
will augment the already important activities we have underway. We look forward to
continuing this work, and believe that your support of the critical new activities would
help us to do so.

I will be pleased to answer any questions.
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Mr. HorN. Thank you very much. That was very helpful testi-
mony. We now go to our last witness on this panel. I must say, Mr.
Pethia, everywhere I talked and saw people in the last 3 weeks
putting this panel together, the first magic word was Carnegie Mel-
lon. So, we are glad to have you come here. We hope to visit your
campus sometime. You can show us around.

Mr. Rich Pethia is the director, Computer Emergency Response
Team Coordination Centers, Software Engineering Institute at Car-
negie Mellon University in Pittsburgh.

Mr. PETHIA. Mr. Chairman and members of the subcommittee, I
would like to thank you for the opportunity to come and talk to you
today about computer security. Today, I would like to describe a
number of the trends that impact security on the Internet. I will
illustrate the results of those trends and then outline some steps
that I think will help us all effectively manage the increasing risk
of damage from cyber attacks.

My perspective comes from the work that we do with the CERT
Coordination Center. The Center is charted to respond to security
emergencies on the Internet, and to work with both technology pro-
ducers and technology users to facilitate response to major security
problems. Since 1988, we have handled over 24,000 separate secu-
rity incidents, and analyzed more than 1,500 separate computer
vulnerabilities.

The current state of Internet security is cause for concern. The
vulnerabilities associated with technology used on the Internet put
government, business, and individuals at risk. Security is influ-
enced by many factors. An organization that wishes to improve its
security has to deal with a lot of issues. First of all, the Internet
itself is growing at an amazing rate.

As the technology is being distributed, so is the management of
that technology. System administration and management often fall
upon people who do not have the training, skills, resources, or in-
terest needed to operate their system securely. This problem is
about to get worse. Now that we have direct Internet connection to
homes, schools, libraries, and other venues that do not have train-
ing and security staff.

These always-on rarely protected systems will allow attackers to
continue to add new systems to their arsenal of captured weapons.
Intruder tools are becoming increasingly sophisticated and also be-
coming increasingly user-friendly and widely available. This tech-
nology is evolving like any other.

Sophisticated developers of intruder programs package their tools
in user-friendly forms and make them widely available. As a result,
even unsophisticated intruders can use them.

On the technology side, when vendors release patches or up-
grades to solve security problems, organizations’ systems often are
not upgraded. The job may be too time consuming, too complex, or
just too low a priority for the system administration or staff to han-
dle. There is little evidence of improvement in the security features
of most products. Today, we continue to receive new vulnerability
reports in second generation and third generation products.

Developers are not devoting sufficient effort to apply lessons
learned about the sources of vulnerabilities and doing the engineer-
ing work necessary to remove them. Finally, engineering for ease
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of use is not being matched by engineering for ease of secure ad-
ministration. Today, we would all find it ludicrous to safely operate
and drive an automobile, a person would have to be a master me-
chanic.

Yet, today we expect our computer users and novice system ad-
ministrators to have detailed technical knowledge of all the intrica-
cies and nuances of the technology. We are simply developing tech-
nology that is not fit for use in today’s environment. Because of
these and other factors, organizations and individuals who are
using the Internet become vulnerable to various kinds of cyber at-
tack, including the denial-of-service attacks that were widely pub-
licized in February.

The key point about this attack, this attack type, is that al-
though an organization may be able to harden its own systems to
help prevent having its systems used as a part of a distributed at-
tack vehicle, there is essentially nothing a site can do with cur-
rently available technology to prevent becoming a victim of these
coordinated denial-of-service attacks.

The best an organization can do today is get ready to respond
and have its response capabilities in place, should it ever become
the victim of one of these attacks. These attacks work by having
intruders compromise vulnerable systems. They collect these vul-
nerable systems into aggregated attack networks. These networks
act in unison to attack a single victim.

The network can be activated remotely at a later site by a mas-
ter computer. Communication between the master and the net-
works is encrypted, often making it difficult to locate the master.
Once activated, these tools proceed on their own. They are rapidly
evolving. Individual nodes in the attack network can be automati-
cally reprogrammed to change the type of attack so that it becomes
increasingly difficult to build defenses against this technology.

Clearly, we have entered a new era in the Internet, where the
power of the Internet itself is now being used to attack people who
are connected to it. At the CERT, we constantly monitor trends and
watch for new attacks and tools. We became aware of this new
form of denial-of-service attack in late August, early September
1999. Denial-of-service attacks are not new.

These kinds of attacks have been around since 1994, with signifi-
cant increases in 1996 and 1998. By the end of September, it was
evident that this was a new form of attack. It was something we
had never seen before. We called together a workshop of 30 inter-
national experts who came together for 2 days in Pittsburgh and
produced a paper that explains the threat posed by these intruder
tools, as well as guidance to organizations about how to protect
themselves and be prepared, and how to be ready to respond.

This paper, along with other advisories, were issued to the com-
munity in December. We have had a series of communications out
to the Internet community. The problem is serious. It is complex.
A combination of approaches must be used to reduce the risks asso-
ciated with this ever-increasing dependence on the Internet. First
of all, we need better ability to collect, analyze, and disseminate in-
formation on assurance issues.

A lot of what we do today is reactive. We see a problem. We ana-
lyze it. We understand what just happened. That is no longer ade-
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quate. New forms of attack are now happening at Internet speed,
both automated attacks, like these distributed denial-of-service at-
tacks, as well as new forms of viruses, such as Melissa that showed
up in March of this year.

Today, we need to find analysis methods that build a predictive
early warning capability. We need to be able to understand what
is going to happen before it happens, which means we need new
ways of analysis. In addition, better attention paid to collecting in-
formation. There has been a lot of discussion and debate about
instrumenting networks to collect data to watch the traffic on the
network to anticipate what the problems might be.

Certainly, there is a need to be concerned about privacy, but we
have to find some way to balance our need to collect information
about the operation of networks with our need to keep individual
transactions and user’s activities private. Until we get a better
view into what is happening on our networks, we are going to have
a very difficult time defending against new forms of attack.

Third, we need to invest in better education and training to raise
the level of security and security awareness. In particular, we need
to focus on bringing the understanding of security issues to senior
and middle management in government, as well as in industry.
Until there is management commitment, and management commit-
ment of resource to solve this problem, little is going to happen.
Part of that includes encouraging the development of comprehen-
sive security programs with well-defined responsibilities for man-
agers, users, and system administrators.

Finally, all of this is only going to help us mitigate the problem,
stem the flow of quality that we are having. It will not solve the
problem. In order to get ahead of this problem, we need to support
research and development activities that will lead to a new genera-
tion of technology on the Internet and other broad-scale networks.
Systems that are easier to secure, systems that do not require so
much constant attention, systems that do not repeat the
vu%nerabilities of the past, the long-term solution is better tech-
nology.

That is going to take years. Until we get there, we need better
management approaches. Thank you.

[The prepared statement of Mr. Pethia follows:]
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Introduction

Mr. Chairman and Members of the Subcommittee on Government Management, Information, and
Technology:

My name is Rich Pethia. I am the director of the CERT® Centers, which include the CERT®
Coordination Center (CERT/CC) and the CERT® Analysis Center (CERT/AC). The centers are
part of the Software Engineering Institute (SEI) at Carnegie Mellon University. Thank you for the
opportunity to testify on the issue of computer security. Today I will describe a number of trends
that have an impact on the security of the Internet, illustrate the results of those trends by
describing the recent distributed denial-of-service attacks (DDoS), and outline steps I believe are
needed to effectively manage the increasing risk of damage from cyber attacks.

My perspective comes from the work we do at the CERT Centers. The CERT Coordination
Center was established at the SEI in 1988, after an Internet “worm” stopped 10% of the
computers connected to the Internet. This program—the first Internet security incident to make
headline news—was the wake-up call for network security. The CERT/CC went into operation in
just two weeks with a charter to respond to security emergencies on the Internet and to work with
both technology producers and technology users to facilitate response to emerging security
problems. In the first full year of operation, 1989, The CERT/CC responded to 132 computer
security incidents. In 1999, the staff responded to more than 8,000 incidents. In total, the
CERT/CC staff has handled well over 24,000 incidents and analyzed more than 1,500 computer
vulnerabilities. More details about our work are attached to the end of this testimony (see Meet
the CERT Coordination Center).

The recently established CERT Analysis Center addresses the threat posed by rapidly evolving,
technologically advanced forms of cyber attacks. Working with sponsors and associates, the
CERT/AC collects and analyzes information assurance data to develop detection and mitigation
strategies that provide high-leverage solutions to information assurance problems, including
countermeasures for new vulnerabilities and emerging threats. The CERT Analysis Center builds
upon the work of the CERT Coordination Center. The CERT Analysis Center extends current
incident response capabilities by developing and transitioning protective measures and mitigation
strategies to defend against advanced forms of attack before they are launched. Additionally, it
provides the public and private sectors with opportunities for much-needed collaboration and
information sharing to improve cyber attack defenses.

Vulnerability of the Internet and World Wide Web

Vulnerabilities associated with the Internet put government, business, and individual users at risk.
Security measures that were appropriate for mainframe computers and small, well-defined
networks inside an organization, are not effective for the Internet, a complex, dynamic world of
interconnected networks with no clear boundaries and no central control. Because the Internet
was not originally designed with security in mind, it is difficult to ensure the integrity,
availability, and privacy of information. The Internet was designed to be “open,” with distributed
control and mutual trust among users. As a result, control is in the hands of users, not in the hands
of the provider; and use cannot be administered by a central authority. Furthermore, security
issues are not well understood and are rarely given high priority by software developers, vendors,
network managers, or consumers.

In addition, because the Internet is digital, not physical, it has no geographic location and no well-
defined boundaries. Traditional physical “rules” are difficult or impossible to apply. Instead, new
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knowledge and a new point of view are required to understand the workings and the
vulnerabilities of the Internet. '

Another factor is the approach typically taken by intruders. There is (loosely) organized
development in the intruder community, with only a few months elapsing between “beta”
software and active use in attacks. Moreover, intruders take an open-source approach to
development. One can draw parallels with open system development: there are many developers
and a large, reusable code base.

Intruder tools are becoming increasingly sophisticated and also becoming increasingly user
friendly and widely available. For the first time, intruders are developing techniques to hamess
the power of hundreds of thousands of vulnerable systems on the Internet. Using what are called
distributed-system attack tools, intruders can involve a large number of sites simultaneously,
focusing all of them to attack one or more victim hosts or networks. The sophisticated developers
of intruder programs package their tools into user-friendly forms and make them widely
available. As a result, even unsophisticated intruders can use them.

The current state of Internet security is the result of many additional factors, such as the ones
listed below. A change in any one of these can change the level of Internet security and
survivability.

* Because of the dramatically lower cost of communication on the Internet, use of the Internet
is replacing other forms of electronic communication. The Internet itself is growing at an
amazing rate. An additional 16 million computers connected to the Internet between July
1999 and January 2000, bringing the estimated total to 72.4 million.

¢ There is a continuing movement to distributed, client-server, and heterogeneous
configurations. As the technology is being distributed, so is the management of that
technology. In these cases, system administration and management often fall upon people
who do not have the training, skill, resources, or interest needed to operate their systems
securely. The number of directly connected homes, schools, libraries and other venues
without trained system administration and security staff is rapidly increasing. These “always-
on, rarely-protected” systems allow attackers to continue to add new systems to their arsenal
of captured weapons.

o Internet sites have become so interconnected and intruder tools so effective that the security
of any site depends, in part, on the security of all other sites on the Internet.

e The difficulty of criminal investigation of cyber crime coupled with the complexity of
international law mean that successful apprehension and prosecution of computer criminals is
unlikely, and thus little deterrent value is realized.

e The Internet is becoming increasingly complex and dynamic, but among those connected to
the Internet there is a lack of adequate knowledge about the network and about security. The
rush to the Internet, coupled with a lack of understanding, is leading to the exposure of
sensitive data and risk to safety-critical systems. Misconfigured or outdated operating
systems, mail programs, and Web sites result in vulnerabilities that intruders can exploit. Just
one naive user with an easy-to-guess password increases an organization’s risk.
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e When vendors release patches or upgrades to solve security problems, organizations’ systems
often are not upgraded. The job may be too time-consuming, too complex, or just at too low a
priority for the system administration staff to handle. With increased complexity comes the
introduction of more vulnerabilities, so solutions do not solve problems for the long term—
system maintenance is never-ending. Because managers do not fully understand the risks,
they neither give security a high enough priority nor assign adequate resources. Exacerbating
the problem is the fact that the demand for skilled system administrators far exceeds the

supply.

e As we face the complex and rapidly changing world of the Internet, comprehensive solutions
are lacking. Among security-conscious organizations, there is increased reliance on “silver
bullet” solutions, such as firewalls and encryption. The organizations that have applied a
“silver bullet” are lulled into a false sense of security and become less vigilant, but single
solutions applied once are neither foolproof nor adeguate. Solutions must be combined, and
the security situation must be constantly monitored as the technology changes and new
exploitation techniques are discovered.

e There is little evidence of improvement in the security features of most products; developers
are not devoting sufficient effort to apply lessons learned about the sources of vulnerabilities.
The CERT/CC routinely receives reports of new vulnerabilities. We continue to see the same
types of vulnerabilities in newer versions of products that we saw in earlier versions.
Technology evolves so rapidly that vendors concentrate on time to market, often minimizing
that time by placing a low priority on security features. Until their customers demand
products that are more secure, the situation is unlikely to change.

+ Engineering for ease of use is not being matched by engineering for ease of secure
administration. Today’s software products, workstations, and personal computers bring the
power of the computer to increasing numbers of people who use that power to perform their
work more efficiently and effectively. Products are so easy to use that people with little
technical knowledge or skill can install and operate them on their desktop computers.
Unfortunately, it is difficult to configure and operate many of these products securely. This
gap leads to increasing numbers of vulnerable systems. :

Distributed Denial-of-Service Tools

Because of the factors described above, organizations and individuals using the Internet are
valnerable to many kinds of cyber attacks, including the denial of service attacks that were widely
publicized in February. Distributed attack tools based on the client/server model have become
increasingly common. In recent months, there has been an increase in the development and use of
distributed network sniffers, scanners, and denial-of-service tools. Attacks using these tools can
involve a large number of sites simultaneously and be focused to attack one or more victim hosts
or networks.

Damaged systems include those used in the attack as well as the targeted victim. For the victim,
the impact can be extensive. For example, in a denial-of-service attack using distributed
technology, the attacked system observes simultaneous attacks from all the nodes at once—
flooding the network normally used to communicate and trace the attacks and preventing any
legitimate traffic from traversing the network.

There are indications that the processes for discovering vulnerable sites, compromising them,
installing daemons (programs used in the attack), and concealing the intrusion are largely
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automated, with each step being performed in “batch™ mode against many machines in one
“session.” Attack daemons have been discovered on a variety of operating systems with varying
levels of security and system management.

1t is critical to plan and coordinate before an attack to ensure an adequate response when an attack
actually happens. Since the attack methodology is complex and there is no single-point solution
or “silver bullet,” resolution and restoration of systems may be time-consuming. The bottom line
is that an organization’s systems may be subject at any time to distributed attacks that are
extremely difficult to trace or defend against. Only partial solutions are available.

Although an organization may be able to “harden” its own systems to help prevent having its
systems used as part of a distributed attack, there is essentially nothing a site can do with
currently available technology to prevent becoming a victim of, for example, a coordinated
network flood. The impact upon the site and its operations is dictated by the (in)security of other
sites and the ability of a remote attacker to implant the tools and, subsequently, to control and
direct multiple systems worldwide to launch an attack. The result may be reduced or unavailable
network connectivity for extended periods of time, possibly days or even weeks depending upon
the number of sites attacking and the number of possible attack networks that could be activated
in parallel or sequentially.

Coordinated attacks across national boundaries have occurred. The tools and attacks demonstrate
that a network that optimizes its technology for speed and reliability at the expense of security
may experience neither speed nor reliability, as intruders abuse the network or deny its services.
The intruder technology is evolving, and future tools may be more difficult to defeat.

Here are key points to note about distributed denial-of-service tools:

e Intruders compromise systems through other means and install DDoS tools.
* The DDoS tools often are equipped with a variety of different attack types.
s Computers that are compromised with DDoS tools are aggregated into networks.

¢ These networks act in unison to attack a single victim. Any computer on the Internet can be a
victim.
» The networks can be activated remotely at a later date by a “master” computer.

s Communication between the master computer and the networks can be encrypted and
obfuscated to make it very difficult to locate the master.

e Once activated, the tools typically proceed on their own. No further communication is
necessary on the part of the intruder—it is not possible to discover the master by tracing an
ongoing attack. However, there may be evidence on one or more of the machines in the
DDoS network regarding the true location of the master.

*  Attacks from the network to the victim typically employ techniques designed to obfuscate the
true location of the machines in the DDoS network. This makes it difficult to recognize the
traffic (and thus block it), to trace the traffic back from the victim to the nodes in the network,
and to analyze ap attack while it is in progress.

e There are no proactive technical steps an organization can take to prevent becoming a victim.
Everyone'’s security is intertwined. However, by preparing a response in advance, sites can
significantly diminish the impact. For information on preparing to respond to these attacks,
see the report on the results of a workshop that the CERT/CC organized in November 1999 to
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address the imminent threat posed by the tools:

http://www.cert.org/reports/dsit_workshop.html

e The tools are rapidly evolving but have not reached their full potential by any means.
e The magnitude of the attacks can overwhelm even the largest networks.

o Intruders are building networks of machines used in these attacks ranging in size from tens to
hundreds of machines. It is likely that some networks are much larger.

s The individual nodes in the network can be automatically updated by the master machines,
enabling rapid evolution of tools on an existing base of compromised machines.

® A variety of tools are available to detect DDoS tools. Each of these tools has weaknesses, and
none is 2 general-purpose solution. Some of these tools can be found at

http:/iwww fbi.gov/nipc/trinoo.htm
http://staff.washington.edu/dittrich/misc/stacheldraht.analysis

hitp://www iss.net/cgi-bin/dbt-display.exe/db,_data/press_rel/release/122899199.plt
http:/fwww.sans.org/y2k/stacheldraht.htm

e Currently, there is a nearly inexhaustible supply of computers with weli-known
vulnerabilities that intruders can compromise and install DDoS tools on. Additionally, many
networks are configured in a way that facilitates the obfuscation techniques used by intruders
to conceal their identity. Information about how to configure networks properly is available at

http://info.internet.isi.edu:80/in-notes/rfc/files/rfc2267 txt

»  An archive of DDoS tools can be found at

http:/fpacketstorm.securify.com/distributed/

e The CERT/CC published advisories and other documents about this topic; for
example,

http:/fwww.cert.org/advisories/CA-2000-01 htmi
hitp://www.cert.org/advisories/CA-99-17-denial-of-service-tools.html
hitp:/fwww.cert.org/tech_tips/denial_of_service.html

Role of the CERT/CC in Distributed Denial-of-Service Attacks

The CERT Coordination Center constantly monitors trends and watches for new attack
techniques and tools. As the attached timeline shows, we began seeing distributed denial-of-
service tools in early 1998. Denial-of-service attacks are not new. (See, for example, the attached
CERT advisories CA-96.21 on TCP “syn” flooding and CA-98.01 on “smurf” attacks, as well a
*“tech tip” on denial-of-service attacks, which the CERT/CC wrote for system administrators in
1997.)
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By fall 1999, it was evident that steps needed to be taken to deal with increasingly sophisticated
intruder tools before they—and attacks using them—became widespread. On November 2-4,
1999, the CERT/CC invited 30 experts from around the world to address the problem of network
attack tools that use distributed systems in increasingly sophisticated ways. During the
Distributed-Systems Intruder Tools (DSIT) Workshop, participants discussed a large number of
approaches to preventing, detecting, and responding to distributed attacks. The CERT/CC invited
people who could contribute technically to the solutions regardless of their position in their home
organization or their “political” stature in the community. Thus, the workshop effectively
provided a venue for experts around the world to share experiences, gain a common
understanding, and creatively brainstorm possible responses and solutions to this category of
attack before the dissemination of the attack tools—and the attacks themselves—became
widespread. A paper, Results of the Distributed-Systems Intruder Tools Workshop (attached), is
available on the CERT web site (www.cert.org). This paper explains the threat posed by these
intruder tools and provides suggestions for safeguarding systems from this type of malicious
activity.

The CERT/CC continues to collaborate with the participants who attended the workshop and with
an additional group of security experts to address the ongoing problem.

Earlier this month, Rich Pethia of the CERT/CC, Alan Paller of the SANS Institute, and Gene
Spafford of Purdue University, prepared a Consensus Roadmap for Defeating Distributed Denial
of Service Artacks (attached) for the Partnership for Critical Infrastructure Security. The most
current version can be found on the SANS Institute Web site (www.sans.org).

Recommended Solutions

The problem is serious and complex, and a combination of approaches must be used to reduce the
risks associated with the ever-increasing dependence on the Internet and the possibility of a
sustained attack on it. Effective solutions require multi-disciplinary and cross-domain cooperation
that includes information sharing and joint development of comprehensive solutions, as well as
support for a long-term research agenda.

Support an established center for collecting, analyzing, and disseminating
information assurance information.

The nature of threats to the Internet is changing rapidly and will continue to do so for the
foreseeable future. The combination of rapidly changing technology, rapidly expanding use, and
the continuously new and often unimagined uses of the Internet creates a volatile situation in
which the nature of threats and vulnerabilities is difficult to assess and even more difficult to
predict.

To help ensure the survivability of the Internet, and the information infrastructure as a whole, it is
essential to continuously monitor and analyze cybersecurity threats and vulnerabilities and to
identify trends in intrusion activity. The organization doing this should collect, analyze, and
report on quantity, trends, and character of cybersecurity incidents. To obtain the required
information, the organization must be well trusted throughout the community. Given the universal
concerns about privacy and confidentiality and the inherently voluntary nature of reporting, the
collection organization should be neither government nor commercial. Nor can it be responsible
for public policy, investigation, enforcement, or other activities perceived as conflicting.
Organizations that have suffered attacks are often unwilling to discuss their problems for fear of
loss of confidence by their customers.
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The CERT/CC is establishing an analysis center to expand its work of collecting and analyzing
information assurance data. The goals are to identify trends and to'develop detection and
mitigation strategies that provide high-leverage solutions to information assurance problems,
including countermeasures for new vulnerabilities and emerging threats. It takes advantage of the
information dissemination channels already in place at the CERT/CC.

The CERT Analysis Center extends current incident response capabilities by developing and
transitioning protective measures and mitigation strategies to defend against advanced forms of
attack before they are launched. Additionally, it provides the public and private sectors with
opportunities for much-needed collaboration and information sharing to improve cyber attack
defenses.

The strength of the CERT/AC will come from contributions across the information technology
community. SEI affiliate and visiting scientist programs provide an established model to integrate
the contribution of diverse participants. These programs bring together members of academic,
industry, and government organizations to address problems and meet common

needs. The center provides the means for private sector firms to collaborate with technical staff
from the CERT/AC on leading-edge information assurance research.

Research includes intruder tool analysis; that is, in-depth analysis of new and emerging cyber-
attack methods in order to develop defenses and countermeasures that can be deployed before
these new attack methods are widely used. Equally important is in-depth analysis of

information technology vulnerabilities and malicious code in order to develop techniques that are
effective at eliminating entire classes of vulnerabilities and entire families of malicious code.

Support the growth and use of global detection mechanisms.

Among the ways to gain a global view of threats are to use the experience and expertise of
incident response teams to identify new threats and vulnerabilities. The incident response tearn at
the CERT/CC and other response tearns have demonstrated their effectiveness at discovering and
dealing with vulnerabilities and incidents. Ongoing operation and expansion of open, wide area
networks will benefit from stronger response teams and response infrastructures.

Similarly, it is important to encourage Internet service providers to develop security incident
response teams and other security improvement services for their customers. Many network
service providers are well positioned to offer security services to their clients. These services
should include helping clients install and operate secure network connections as well as
mechanisms to rapidly disseminate vulnerability information and corrections.

Support education and training to raise the level of security.

As noted earlier, the security of each system on the Internet depends on the security of all other
systems on the network. The interconnectedness and interdependency of systems pose a serious
threat to commerce.

The combination of easy access and user-friendly interfaces have drawn users of all ages and
from all walks of life. As aresult, many users of the Internet who have no more understanding of
the technology than they do of the engineering behind other infrastructures. Similarly, many
system administrators lack adequate knowledge about the network and about security, even while
the Internet is becoming increasingly complex and dynamic. To encourage “safe computing,”
there are steps we believe the government could take:
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» Support the development of educational material and programs about cyberspace for
all users, both adults and children. There is a critical need for education and increased
awareness of the characteristics, threats, opportunities, and appropriate behavior in
cyberspace. This need goes far beyond protecting children from pornography. It relates to
how quickly cyberspace will be developed, to how rapidly and effectively cyberspace will be
exploited for social and economic benefit, and to what influences will drive the economic,
social, and political directions in cyberspace.

In particular, support programs that provide early training in security practices and
appropriate use. This training should be integrated into general education about computing.
Children should learn early about acceptable and unacceptable behavior when they begin
using computers just as they are taught about acceptable and unacceptable behavior when
they begin using libraries.! Although this recommendation is aimed at elementary and
secondary school teachers, they themselves need to be educated by security experts and
professional organizations. Parents need be educated as well and should reinforce lessons in
security and behavior on computer networks.

o Invest in awareness campaigns that stress the need for security training for system
administrators, network managers, and chief information officers. Building, operating,
and maintaining secure networks are difficult tasks; and there are few educational and
training programs that prepare people to perform them. Training will also enhance the ability
of administrators and managers to use available technology for configuration management,
network management, auditing, intrusion detection, firewalls, guards, wrappers, and

cryptography.

Furthermore, the increasing need for such roles in organizations of many sizes and
descriptions has led to assigning information security responsibilities to inexperienced
personnel with little or no training. In the short term, the greatest need is for short “how to”
and “what to be aware of” courses. In the long term, there should be undergraduate-level or
master’s-level specialties in network and information security.

Support research and development in the areas of security and survivability of
unbounded systems’ architectures with distributed control.

It is critical to maintain a long-term view and invest in research toward systems and operational
techniques that yield networks capable of surviving attacks while protecting sensitive data. In
doing so, it is essential to seek fundamental technological solutions and to seek proactive,
preventive approaches, not just reactive, curative approaches. The research agenda should seek
new approaches to system security. These approaches should include design and implementation
strategies, recovery tactics, strategies to resist attacks, survivability trade-off analysis, and the
development of security architectures. Among the activities should be these:

e Develop science-based engineering methods for information assurance specification and
design through innovative adaptation of existing formal specification theory originally
developed for other purposes.

+ Develop prototype tools to assess information assurance properties of specifications and
designs by adapting core algorithms of existing theory-based analytical tools that were
originally developed for other purposes.

'National Research Council, Computers at Risk: Safe Computing in the Information Age, National
Academy Press, 1991, recommendation 3¢, p. 37,
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* Leverage past investment that has produced an extensive, but little used, body of knowledge
in rigorous methods for system analysis and design in general, and for security and
survivability in particular. Work needs to be done to extend and unify previous research to
deal with new problems of information assurance in 2 coherent and integrated manner, and to
make innovative use of existing research, technology, and tools.

Conclusion

The Internet has proven to be an engine that is driving a revolution in the way government,
companies, and individuals conduct their business. Capitalizing Internet opportunities, however,
brings a new set of risks—risks that must be effectively managed. Because of the
interconnectedness and interdependence among computer systems on the Internet, the security of
each system depends on the security of all other systems on the network. For the United States to
thrive on the Internet, cyber security efforts need to focus on reporting and monitoring threats and
vulnerabilities, education and training, and research and development.
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Synopsis of Richard D. Pethia’s Testimony
to the Subcommittee on Government Management,
Information, and Technology
March 9, 2000

Rich Pethia is the director of the CERT® Centers, which are part of the Software Engineering Institute at
Carnegie Mellon University, Pittsburgh, Pennsylvania.

CERT/CC — trusted, neutral, authoritative source of network security information and expertise

The CERT/CC was established in 1988, after an Internet “worm” became the first Internet
security incident to make beadline news, serving as a wake-up call for Internet security. The
CERT/CC was operational less than two weeks later.

Since 1988, the CERT/CC has responded to 24,000 computer security incidents and analyzed
1,500 vulnerabijlities. In 1999 alone, it handled 8,000 incidents.

The CERT/CC constantly monitors trends and watches for new attack techniques and tools.
The CERT/CC coordinated the private-public sector effort to address distributed denial-of-
service (DDaS) intruder tools prior to the recent attacks.

Factors Affecting Security

The security of each system on the Internet depends on the security of all other systems on the
network. The interconnectedness and interdependency of systems pose a serious threat.

The Internet was not originally designed with security in mind, so it is difficult to ensure the
integrity, availability, and privacy of information.

The Internet was designed to be “open,” with distributed control and mutual trust among users —
o central authority or control.

Security issues are not well understood and are rarely given high priority by software developers,
vendors, network managers, or consumers.

The sophisticated developers of intruder programs package their tools into user-friendly forms and
make them widely available. As a result, even unsophisticated intruders can use them.

Bottom line: Cyber attacks will continue with more frequency and more severity.

Recommended Actions to Address Threats to Network Security

Cyber security efforts needed for US government and business to operate on the Internet should
include increased and sustained resources to
e support public-private collaborations, such as those by the CERT/CC
monitor and report threats, vulnerabilities, and trends
transfer security knowledge through education and training
research solutions to the complex problems of security and survivability
provide trusted, imrmediate, and expert response to security problems

LI I 1

The CERT Coordination Center stands ready to work with Congress, federal agencies and departments,
industry, academia, and the world-wide network of other incident response teams to address this serious
problem.
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Meet the CERT® Coordination Center

Overview

The CERT Coordination Center (CERT/CC) is located at the Software Engineering Institute
(SEI), a federally funded research and development center at Carnegie Mellon University in
Pittsburgh, Pennsylvania. Following the Internet Worm incident, which brought 10 percent of
Internet systems to a halt in November 1988, the Defense Advanced Research Projects Agency
(DARPA) charged the SEI with setting up a center to coordinate communication among experts
during security emergencies and to help prevent future incidents. Since then, the CERT/CC has
helped to establish other response teams and our incident handling practices have been adopted
by more than 80 response teams around the world.

While we continue to respond to security incidents and analyze product vulnerabilities, our role
has expanded over the years. Each year, commerce, government, and individuals grow
increasingly dependent on networked systems. Along with the rapid increase in the size of the
Internet and its use for critical functions, there have been progressive changes in intruder
techniques, increased amounts of damage, increased difficulty of detecting an attack, and
increased difficulty of catching the attackers. To better manage these changes, the CERT/CC is
now part of the larger SEI Networked Systems Survivability Program, whose primary goals are
to ensure that appropriate technology and systems management practices are used to resist
attacks on networked systems and to limit damage and ensure continuity of critical services in
spite of successful attacks ("survivability").

To accomplish our goals, we focus our efforts on the following areas of work: survivable
network management, survivable network technology, incident response, incident and
vulnerability analysis, knowledgebase development, and courses and seminars.

We are also committed to increasing awareness of security issues and helping organizations
improve the security of their systems. Therefore, we disseminate information through several
channels.

Areas of Work

Survivable Network Management

Our survivable network management effort focuses on publishing security improvement
practices, developing a self-directed method for organizations to improve the security of their
network computing systems, and defining an adaptive security improvement process.

Security improvement practices provide concrete, practical guidance that will help organizations
improve the security of their networked computer systems. These practices are published as
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security improvement modules and focus on best practices that address important problems in
network security. We have published seven modules, incorporating more than 80 recommended
practices and technology-specific implementations. A complete list of the modules, practices,
and implementations can be found on the CERT/CC Web site at

http://www.cert.org/security-improvement/

Our self-directed security evaluation method will give organizations a comprehensive, repeatable
technique that can be used to identify risk in their networked systems and keep up with changes
over time. The method takes into consideration assets, threats, and vulnerabilities (both
organizationally and technologically) so that the organization gains a comprehensive view of the
state of its systems’ security.

Additionally, the adaptive security management process, that we have under development, builds
on and incorporates our work on security practices and self-directed security evaluations. The
adaptive process presents a structure that an organization can use to develop and execute a plan
for continuously improving the security of its networked systems.

Survivable Network Technology

In the area of survivable network technology, we are concentrating on the technical basis for
identifying and preventing security flaws and for preserving essential services if a system is
penetrated and compromised. Approaches that are effective at securing bounded systems
(systems that are controlled by one administrative structure) are not effective at securing
unbounded systems such as the Internet. Therefore, new approaches to system security must be
developed. They include design and implementation strategies, recovery tactics, strategies to
resist attacks, survivability trade-off analysis, and the development of security architectures. This
work draws on the vast collection of incident data collected by the CERT/CC. For introductory
information, technical reports, and more, see

http://www.cert.org/research

Incident Response

We provide assistance to computer system administrators in the Internet community who report
security problems. When a security breach occurs, we help the administrators of the affected
sites to identify and correct the vulnerabilities that allowed the incident to occur. We will also
coordinate the response with other sites affected by the same incident. When a site specifically
requests, we will facilitate communication with law enforcement agencies.

Since our inception in 1988, we have received more than 260,000 email messages and 17,600
hotline calls reporting computer security incidents or requesting information. We have handled
more than 24,300 computer security incidents and received more than 1,500 vulnerability
reports.

The scale of emerging networks and the diversity of user communities make it impractical for a
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single organization to provide universal support for addressing computer security issues.
Therefore, the CERT/CC staff regularly works with sites to help them form incident response
teams and provides guidance to newly formed teams.

FedCIRC - We are responsible for the day-to-day operations of FedCIRC, the Federal -Computer
Incident Response Capability, an organization that provides incident response and other security-
related services to Federal civilian agencies. FedCIRC is managed by the General Services
Administration (GSA).

More information about FedCIRC is available from http://www .fedcirc.gov/. Federal agencies
can contact FedCIRC by sending email to fedcirc-info@fedcirc.gov or by calling the FedCIRC
Management Center at (202) 708-5060. To report an incident, affected sites should send email to
fedcirc @fedcirc.gov or phone the FedCIRC hotline at (888) 282-0870.

Incident and Vulnerability Analysis

Our ongoing computer security incident response activities help the Internet community to deal
with its immediate problems while allowing us to understand the scope and nature of the
problems and of the community’s needs. Our understanding of current security problems and
potential solutions comes from first-hand experience with compromised sites on the Internet and
subsequent analysis of security incidents, intrusion techniques, configuration problems, and
software vulnerabilities.

The CERT/CC has become a major reporting center for incidents and vulnerabilities because we
have an established reputation for discretion and objectivity. Organizations trust us with sensitive
information about security compromises and network vulnerabilities because we have proven our
ability to keep their identities and other sensitive information confidential. Our connection with
the Software Engineering Institute and Carnegie Mellon University contributes to our ability to
be neutral, enabling us to work with commercial competitors and government agencies without
bias. As a result of the community’s trust, we are able to obtain a broad view of incident and
vulnerability trends and characteristics.

When we receive a vulnerability report, our vulnerability experts analyze the potential
vulnerability and work with technology producers to inform them of security deficiencies in their
products and to facilitate and track their response to these problems. Another source of
vulnerability information comes from incident analysis. Repeated incidents of the same type
often point to the existence of a vulnerability and, often, the existence of public information or
automated tools for exploiting the vulnerability.

To achieve long-term benefit from vulnerability analysis, we have begun to identify the
underlying software engineering and system administration practices that lead to vulnerabilities
and, conversely, practices that prevent vulnerabilities. We will broadly disseminate this
information to practitioners and consumers and influence educators to include it in courses for
future software engineers and system administrators. Only when software is developed and
installed using defensive practices will there be a decrease in the expensive, and often haphazard,
reactive use of patches and workarounds.
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Knowledgebase Development

We are developing a knowledgebase that will help to capture and effectively use information
related to network survivability and security. The work includes developing processes and tools
to support the increasing complexity of handling incidents, analyzing vulnerabilities, and
managing the volume of information that is essential to the CERT/CC mission. We are forming
collaborative relationships with other organizations to support this work.

Education and Training

We offer public training courses for technical staff and managers of computer security incident
response teams (CSIRTs) as well as for system adminstrators and other technical personel
interested in learning more about network security. In addition, several CERT/CC staff members
teach courses in the Information Security Management specialization of the Master of
Information Systems Management program in the H. J. Heinz III School of Public Policy and
Management at Carnegie Mellon University. For more information, see

http://www.cert.org/training/index.html
Information Dissemination

To increase awareness of security issues and help organizations improve the security of their
systems, we collect and disseminate information through multiple channels:

e telephone and email
hotline: (412) 268-7090

email:cert@cert.org
mailing list: cert-advigory-request@cert.org

e USENET newsgroup: comp.security.announce
e World Wide Web: http://www.cert.org

e anonymous FTP:fip://ftp.cert.org/pub/

Since beginning operation in 1988, the we have handled more than 17,600 hotline calls and
260,600 mail messages. We have published 290 security alerts (advisories, vendor-initiated
bulletins*, incident notes, vulnerability notes, and CERT summaries).

* Publication of vendor-initiated bulletins was discontinued in 1999.
Publications

Advisories - CERT/CC advisories address Internet security problems. They offer an explanation
of the problem, information that helps you determine if your site has the problem, fixes or
workarounds, and vendor information. Among the criteria for developing an advisory are the
urgency of the problem, potential impact of intruder exploitation, and the existence of a software
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patch or workaround. On the day of release, we send advisories to a mailing list, post them to the
USENET newsgroup comp.security.announce and make them available on the CERT Web site at
http://www.cert.org/advisories/.

CERT Summaries - We publish the CERT Summary as part of our ongoing efforts to-
disseminate timely information about Internet security issues. The summary is typically
published four to six times a year. The primary purpose of the summary is to call attention to the
types of attacks currently being reported to the CERT/CC. Each summary includes pointers to
advisories or other publications that explain how to deal with the attacks. Summaries are
distributed in the same way as advisories.

Incident Notes and Vulnerability Notes - We publish two web documents, Incident Notes and
Vulnerability Notes, as an informal means for giving the Internet community timely information
relating to the security of its sites. Incident Notes describe current intruder activities that have
been reported to the CERT/CC incident response team. Vulnerability Notes describe weaknesses
in Internet-related systems that could be exploited but that do not meet the criteria for advisories.

Security Improvement Modules - Security Improvement Modules address an important but
narrowly defined problem in network security. They provide concrete, practical guidance that
will help organizations improve the security of their network computer systems. The modules are
available on the CERT Web site at http://www.cert.org/security-improvement/. We have
published, in Web form only, technology-specific implementation details for the modules.

Other security information - We capture lessons learned from incident handling and
vulnerability analysis and make them available to users of the Internet through a web site archive
of security information and products. These include answers to frequently asked questions, a
security checklist, "tech tips" for system administrators, research and technical reports, and a
handbook for new computer security incident response teams (CSIRTSs).

Advocacy and Other Interactions with the Community

The CERT/CC has the opportunity to advocate high-level changes that improve Internet security
and network survivability. Additionally, CERT/CC staff members are invited to give
presentations at conferences, workshops, and meetings. These activities enhance the
understanding of Internet security and related issues.

Forum of Incident Response and Security Teams (FIRST) - FIRST is a coalition of individual
response teams around the world. Each response team builds trust within its constituent
community by establishing contacts and working relationships with members of that community.
These relationships enable response teams to be sensitive to the distinct needs, technologies, and
policies of their constituents. FIRST members collaborate on incidents that cross boundaries, and
they cross-post alerts and advisories on problems relevant to their constituents.

The CERT/CC was a founding member of FIRST, and staff members continue to be active
participants in FIRST. A current list of FIRST members is available from www.first.org/team-
info/. More than 80 teams belonged to FIRST, and membership applications for additional teams
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are pending.
Internet Engineering Task Force

Members of our staff influence the definition of Internet protocols through participation in the
Internet Engineering Task Force (IETF); a member of our staff sits on the Security Area
Advisory Group to ensure that the CERT/CC perspective is brought to bear on all new standards
activities.

Vendor Relations

We work closely with technology producers to inform them of security deficiencies in their
products and to facilitate and track their response to these problems. Staff members have worked
to influence the vendors to improve the basic, as shipped, security within their products and to
include security topics in their standard customer training courses. We interact with more than
100 vendors, as well as developers of freely available software such as sendmail and BIND.

Vendors often provide information to the CERT/CC for inclusion in advisories.
External Events

CERT/CC staff members are regularly invited to give presentations at conferences, workshops,
and meetings. We have found this to be an excellent tool to educate attendees in the area of
network information system security and incident response.

Media Relations

Intemnet security issues increasingly draw the attention of the media. The headlines, occasionally
sensatjonal, report only a small fraction of the events that are reported to the CERT/CC. Even so,
accurate reporting on security issues can raise the awareness of a broad population to the risks
they face on the Internet and steps they can take to protect themselves. Ultimately, the increased
visibility of security issues may lead consumers to demand increased security in the computer
systems and network services they buy.

In the course of a year, the CERT/CC is referred to in major U.S. newspapers and in a variety of
other publications, from the Chronicle of Higher Education to IEEE Computer. Our staff gives
interviews to a selected number of reporters, under the guidance of the SEI public affairs
manager.

In 1999, the CERT/CC has been covered in radio, television, print, and online media around the
world, including US News and World Report, USA Today, the San Jose Mercury News, The New
York Times, The Wall Street Journal, The Washington Post, the Chicago Sun-Times, The Toronto
Star, the Ottowa Citizen, Agence France Presse, Deutsche Presse-Agentur, the Xinhua News
Agency, MSNBC, Ziff-Davis ZDNET, BBC London, National Public Radio, ABC, CNN, NBC,
and more.
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Appendix A: The CERT/CC Charter

The CERT/CC is chartered to work with the Internet community in detecting and resolving
computer security incidents, as well as taking steps to prevent future incidents. In particular, our
mission is to

s Provide a reliable, trusted, 24-hour, single point of contact for emergencies.
e Facilitate communication among experts working to solve security problems.

e Serve as a central point for identifying and correcting vulnerabilities in computer
systems.

e Maintain close ties with research activities and conduct research to improve the security
of existing systems.

o Initiate proactive measures to increase awareness and understanding of information
security and computer security issues throughout the community of network users and
service providers.

Appendix B: The CERT/CC and the Internet Community

The CERT/CC operates in an environment in which intruders form a well-connected community
and use network services to quickly distribute information on how to maliciously exploit
vulnerabilities in systems. Intruders dedicate time to developing programs that exploit
vulnerabilities and to sharing information. They have their own publications, and they regularly
hold conferences that deal specifically with tools and techniques for defeating security measures
in networked computer systems.

In contrast, the legitimate, often overworked, system administrators on the network often find it
difficult to take the time and energy from their normal activities to stay current with security and
vulnerability information, much less design patches, workarounds (mitigation techniques), tools,
policies, and procedures to protect the computer systems they administer.

In helping the legitimate Internet community work together, we face policy and management
issues that are perhaps even more difficult than the technical issues. For example, one challenge
we routinely face concerns the dissemination of information about security vulnerabilities. Our
experience suggests that the best way to help members of the network community to improve the
security of their systems is to work with a group of technology producers and vendors to develop
workarounds and repairs for security vulnerabilities disclosed to the CERT/CC. To this end, in
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the absence of a major threat, we do not publicly disclose vulnerabilities until a repair or
workaround has been developed.

Copyright 2000 Carnegie Mellon University. Conditions for use, disclaimers, and sponéorship
information can be found in http://www.cert.org/legal stuff/legal stuff html.

* CERT is registered in the U.S. Patent and Trademark Office

Last updated February 16, 2000

CERT Coordination Center description
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A Chronology of CERT® Coordination Center Involvement with
Distributed Denial-of-Service Tools

The CERT® Coordination Center (CERT/CC) has handled ongoing reports of intruders installing
distributed denial-of-service (DD0oS) intruder toals. The tools that we have encountered use
distributed technology to create large networks of hosts capable of launching large coordinated
packet flooding denial-of-service attacks. We have seen distributed tools installed on hosts that
have been compromised through the exploilation of known vulnerabilities. In particular, various
RPC services have been exploited.

Since the use of DDoS tools was first detected, we have been engaged in collaboration with
technical experts from around the world to develop mitigation strategies. A brief chronology of
CERT/CC activily follows.

= Early 1998
The CERT/CC begins to see signs of the use of distributed systems in tools such as “Fapi.”
Reports of its use “in the wild” first begin to surface.

= Lale July 1898 .
The CERT/CC begins recaiving reports of sites finding Trinoo "daemons” {and have
continued to receive reports as of the date of this chronology).

» 09 September 1999
A discussion of DSoS appears in an issue of the *hacker” magazine Phrack (Vol 9, 1ssue 55,
File 09 and Vol 8, Issue 55, File 16).
Please see hitp/fiwww.phrack.com/search.phtmi?issueno=55&r=0

= October 1999
The CERT/CC begins receiving reports of sites finding Tribal Flood Net (TFN) "daemons”
(and have continued to receive reports).

= 01 October 1999
The CERT/CC issues a special communication’ (SC-89.41) describing Trinoo activity.

» 08 October 1999 '
The CERT/CC issues another special communication (SC-99.42) describing Trinoo activity in
further detail as well as distributed sniffer activity.

= 25 October 1989
The CERT/CC publishes an incident note (IN-99-06: Distributed Network Sniffer} on reports
of distributed tools being used to exploit systems.
Please see attached or hitp:/fwww.cert.org/incident_notes/IN-99-06.htm!

»  02-04 November 1989
The CERT/CC hosts the Distributed-Systems Intruder Tools {DSIT} Workshop in Pitisburgh.
Please see attached or hitp://www.cert.org/reports/dsit_workshop.pdf

= 18 November 1999
The CERT/CC publishes an incident note (IN-99-07: Distributed Denial of Service Tools) on
reports of DSIT being used to exploit systems.
Please see attached or hitp./www.cert.orglincident_notes/IN-99-07 . htmi

! Special Communications are informal descriptions of probiems, which we send to CERT/CC sponsors,

CERT/CC chronology- DDoS 1
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08 December 1999

The CERT/CC publishes a report (Results of the Distributed Systems Intruder Tools
Workshop) produced by participants in the DSIT Workshop.

Please see attached or hitp://www.cert.org/reports/dsit_workshop.html

20 December 1999
The CERT/CC issues a special communication (SC-99.54) describing Tribal Flood Net 2000
(TFN2K).

22 December 1999
The CERT/CC issues another special communication (SC-99.55) further describing TFN2K
activity.

23 December 1999
The CERT/CC issues a special communication (SC-99.56) with updated information on
TFN2K activity and one on another denial-of-service attack method (SC-89.57).

27 December 1999
The CERT/CC issues a special communication (SC-99.58) providing information regarding
TFN2K and Mac Attack.

28 December 1999
The CERT/CC issues advisory CA-89-17 discussing denial-of-service tools.
Please see attached or http://www.cert.org/advisories/CA-99-17.htmi

31 December 1999
The CERT/CC issues two special communications (SC-99.59 and SC-99.59a) on
Stacheldraht and one {SC-99.60) update on denial-of-service activities.

3 January 2000

The CERT/CC publishes advisory CA-2000-01 describing recent developments in denial-of-
service attacks, sending a preliminary version early in the day in a Special Communication to
sponsors (SC-2000.01).

Please see attached or http://www.cert.org/advisories/CA-2000-01.htm/

7 January 2000
The CERT/CC issues a special communication (SC-2000.01) providing an update on denial-
of-service attacks.

9 January 2000
Another update on denial-of-service attacks is issued in special communication SC-2000.08.

10 January 2000
The CERT/CC issues a special communication to sponsors (SC-2000.09) discussing packet
processing performance issues.

18 January 2000
The CERT/CC issues a special communication (SC-2000.11) on another possible distributed
denial-of-service tool.

28 February 2000

The CERT/CC publishes an incident note (IN-2000-01) on Windows-based distributed denial-
of-service agents.

Please see attached or hitp://www.cert.org/incident_notes/IN-2000-01.htm/

CERT/CC chronology- DDoS 2
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CERT® Incident Note IN-2000-01

Windows Based DDOS Agents
Date: Monday February 28, 2000

Description:

We have received reports indicating intruders are beginning to deploy and utilize windows based
denial of service agents to launch distributed denial of service attacks. On Feburary 16th we
began receiving reports of a program called "service.exe” that appears to be a Windows version
of grinoco. This program listens on UDP port 34555. More details about this tool are available on
Gary Flynn’s web site at:

http://www.jmu.edw/info-security/engineering/issues/wintrino.htm

We have seen two almost identical versions of the "service.exe” program to date (ihey vary by 12
bytes but produce the same results for strings(1)). The binaries we have seen have one of the
following MD3 checksums:

MDS3 (service.exe) = 03f658987d7ac07e736c13b8beeZe616
MD5 (service.exe) = 1d4518425ef969¢bad0091e330921757

In at least one incident, machines runing the "service.exe" program were also running
backoriface. We have also received reports of administrators finding other "remote
administration” intruder tools on machines that were running "service.exe”.

Note that the tool TEN2K, first released in December 1999, will run on Windows NT. The
existance of distributed denial of service tools for Windows platforms is not new; however, we
are beginning to receive reports of these tools being installed on compromised systems.

Impact:

Windows machines have been used as intermediaries in various types of denial of service attacks
for years; however, the development and deployment of the technology to use Windows
machines as agents in a distributed denial of service attacks represents an overall increase in the
threat of denial of service attacks.

Selution:

Standard safe computing practices will prevent intruders from installing the service.exe program
on your machine(s).

* Don't run programs of unknown origin, regardless of who sent you the program.
Likewise, dont send programs of unknown origin to your friends or coworkers simply
because they are amusing -- it might be a Trojan horse.



69

e Before opening any email attachments, be sure you know what the source of the
attachment was. It is not enough that the mail originated from an address you recognize.
The Melissa virus spread precisely because it originated from a familiar address.
Malicious code might be distributed in amusing or enticing programs. If you must open
an attachment before you can verify the source, do so in an isolated environmerit. If you
are unsure how to proceed, contact your local technical support organization.

e Be sure your anti-virus software is, and remains, up-to-date.

e Some products, such as Microsoft Office, Lotus Notes and others, include the ability to
execute code embedded in documents. For any such products you use, disable the
automatic execution of code embedded in documents. For example, in Microsoft Word
97, enable the "Macro Virus Protection" feature by choosing Tools-Options-General and
selecting the appropriate checkbox. In Lotus Notes 4.6, set a restrictive Execution
Control List (ECL) by setting the options found in File-Tools-User Preferences-Security
Options to restrict the execution of code to trusted signers. For other products, consult
your documentation.

e Use data-integrity tools. Data-integrity tools use strong cryptography to help you
determine which files, if any, may have changed on a system. This may be crucial
information to determine the most appropriate response to a security event. The use of
these tools requires that they be installed before a security event has taken place.

s Avoid the use of MIME types that cause interpreters or shells to be invoked.

e Be aware of the risks involved in the use of "mobile code" such as Active X, Java, and
JavaScript. It is often the case that electronic mail programs use the same code that web
browsers use to render HTML. Vulnerabilities that affect ActiveX, Java, and Javascript
often are applicable to electronic mail as well as web pages.

Author: Jed Pickel

This document is available from: http://www.cert.org/incident notes/IN-2000-01.html

CERT/CC Contact Information

Email: cert@cert.org

Phone: +1 412-268-7090 (24-hour hotline)
Fax: +1 412-268-6989

Postal address:

CERT® Coordination Center
Software Engineering Institute
Carnegie Mellon University
Pittsburgh PA 15213-3890
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US.A

CERT personnel answer the hotline 08:00-20:00 EST(GMT-5) / EDT(GMT-4) Monday through
Friday; they are on call for emergencies during other hours, on U.S. holidays, and on weekends.

Using encryption

We strongly urge you to encrypt sensitive information senit by email. Our public PGP key is
available from

http:/fwww.cert.org/CERT PGP.key

If you prefer to use DES, please call the CERT hotline for more information.
Getting security information
CERT publications and other security information are available from our web site

http:/fwww.cert.org/

To be added to our mailing list for advisories and bulletins, send email to gert-advisory-
request@cert.org and include SUBSCRIBE your-email-address in the subject of your message.

Copyright 1999 Carnegie Mellon University.
Conditions for use, disclaimers, and sponsorship information can be found in

httpfwww cert.org/legal stuff.huml

* "CERT" and "CERT Coordination Center” are registered in the U.S. Patent and Trademark
Office.

NO WARRANTY

Any material furnished by Carnegie Mellon University and the Software Engineering
Institute is furnished on an "as is" basis. Carnegie Mellon University makes no warranties
of any kind, either expressed or implied as to any matter including, but not limited to,
warranty of fitness for a particular purpose or merchantability, exclusivity or results
obtained from use of the material. Carnegie Mellon University does not make any warranty
of any kind with respect to freedom from patent, trademark, or copyright infringement.
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CERT® Advisory CA-2000-01 Denial-of-
Service Developments '

This advisory is being published jointly by the CERT Coordination Center and the
Federal Computer Incident Response Capability (FedCIRC).

Original release date: January 3, 2000
Source: CERT/CC and FedCIRC

Systems Affected

« All systems connected to the Intemnet can be affected by denial-of-service
attacks.

l. Description
Continued Reports of Denial-of-Service Problems

We continue to receive reports of new developments in denial-of-service tools. This
advisory provides pointers to documents discussing some of the more recent attacks
and methods to detect some of the tools currently in use. Many of the denial-of-service
tools currently in use depend on the ability of an intruder to compromise systems first.
That is, intruders exploit known vulnerabilities to gain access to systems, which they
then use to launch further attacks. For information on how to protect your systems, see
the solution section below.

Security is a community effort that requires diligence and cooperation from all sites on
the Internet.

Recent Denial-of-Service Tools and Developments
One recent report can be found in CERT Advisory CA-99-17.

A distributed denial-of-service tool called "Stacheldraht" has been discovered on
multiple compromised hosts at several organizations. In addition, one organization
reported what appears to be more than 100 different connections to various
Stacheldraht agents. At the present time, we have not been able to confirm that these
are connections to Stacheldraht agents, though they are consistent with an analysis
provided by Dave Dittrich of the University of Washington, available at

hitp://staff. washingion.edu/dittrich/misc/stacheldraht.analysis

Also, Randy Marchany of Virginia Tech released an analysis of a TFN-like toolkit,
available at
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hitp:/fwww. sans.ora/v2i/ TEN toolkit.him

The 1SS X-Force Security Research Team published information about tin00 and TFN
in their December 7 Advisory, available at

hitp/ixforce. jss.net/alens/advised0.ohp3

A general discussion of denial-of-service attacks can be found in a CERT/CC Tech Tip
available at

http/www cerf.orgitech tips/denial of service.himi

Il. Impact

Denial-of-service attacks can severely limit the ability of an organization to conduct
normal business on the Internet.

lil. Solution
Solutions to this problem fall into a variety of categories.
Awareness

We urge all sites on the Internet to be aware of the problems presented by denial-of-
service attacks. In particular, keep the following points in mind:

+ Security on the Internet is a community effort. Your security depends on the
overall security of the Internet in general. Likewise, your security (or lack thereof)
can cause serious harm to others, even if intruders do no direct harm to your
organization. Similarly, machines that are not part of centralized computing
facilities and that may be managed by novice or pari-lime system administrators
or may be unmanaged, can be used by intruders to inflict harm on others, even if
those systems have no strategic value to your organization,

» Systems used by intruders to execute denial-of-service attacks are often
compromised via well-known vulnerabilities. Keep up-to-date with paiches and
workarounds on all systems.

» Intruders often use source-address spoofing to conceal their location when
executing denial-of-service attacks. We urge all sites to implement ingress
filtering to reduce source address spoofing on as many routers as possible. For
mare information, see RFC2267.

» Because your security is dependent on the overall security of the Intemnet, we
urge you to consider the effacts of an extended network or system outage and
make appropriate contingency plans where possible,

+ Responding to a denial-of-service attack may require the cooperation of muitiple
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parties. We urge all sites to develop the relationships and capabilities described
in the results of our recent workshop before you are a victim of a distributed
denial-of-service attack. This document is available at

hitpHwww cert.org/reports/dsit workshop . pdf

Detection

A variety of tools are available to detect, eliminate, and analyze distributed denial-of-
service tools that may be installed on your network.

The National Infrastructure Protection Center has recently announced a tool to detect
in00 and TFN on some systems. For more information, see

hitoywwe fhi.govinipe/rinoo.him

Part of the analysis done by Dave Dittrich includes a Perl script named gag which can
be used 10 detect stacheidraht agents running on your local network. See Appendix A of
that analysis for more information.

internet Security Systems released updates to some of their tools to aid sites in
detecting trin00 and TFN. For more information, see

hitoAwww.iss.netegi-bin/dbt-display.exe/db _data/press relirelease/1228991808,06

Prevention

We urge ali sites to follow sound security practices on all internet-connected systems.
For helpful information, please see

httpfwww. cert.org/security-improvement

hitp:/fwww.sans.org
Response
For information on responding to intrusions when they do occur, please see

hitp:/www.cert.org/navirecovering htmi

hitp/fwww.sans. orgewlook/publicationsfincident handling him

The United States Federal Bureau of Investigation is conducting criminal investigations
involving TFN where systems appears to have been compromised. U.S. recipients are
encouraged to contact their local FBI Office.

We thank Dave Dittrich of the University of Washington, Randy Marchany of Virginia
Tech, Intermnet Security systems, UUNet, the hup:/fwww v2k.gov/Y2K-ICC, the National
infrastructure Protection Center, Alan Paller and Steve Northeutt of The SANS Instilute,
The MITRE Corporation, Jeff Schiller of The Massachusetts Institute of Technology, Jim
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Ellis of Sun Microsystems, Vern Paxson of Lawrence Berkeley National Lab, and
Richard Forno of Network Solutions.

This document is available from: hitp//www.cert.crg/advisories/CA-2000-01 himl

CERT/CC Contact Information

Email: ced @cert.org
Phone: +1 412-268-7090 (24-hour hotline)

Fax: +1 412-268-6989
Postal address:

CERT® Coordination Center
Software Engineering Institute
Carnegie Mellon University
Pittsburgh PA 15213-3890
U.SA.

CERT personnel answer the hotline 08:00-20:00 EST(GMT-5) / EDT(GMT-4) Monday
through Friday; they are on call for emergencies during other hours, on U.S. holidays,
and on weekends.

Using encryption

We strongly urge you to encrypt sensitive information sent by email. Our public PGP
key is available from

hitp:/fwww.cert.org/CERT PGP .key

If you prefer to use DES, please call the CERT hotline for more information.
Getting security information
CERT publications and other security information are available from our web site

hitp:/www . cert.org/

To be added to our mailing list for advisories and bulletins, send email to cert-advisory-
request@cert.org and include SUBSCRIBE your-email-address in the subject of your
message.

Copyright 2000 Carnegie Mellon University.
Conditions for use, disclaimers, and sponsorship information can be found in

hito/www .cert.org/legal stuff.mmil

* "CERT" and "CERT Coordination Center" are registered in the U.S. Patent and
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Trademark Office.

NO WARRANTY

Any material furnished by Carnegie Mellon University and the Software
Engineering Institute is furnished on an “as is" basis. Carnegie Mellon University
makes no warranties of any kind, either expressed or implied as to any matter
including, but not limited to, warranty of fitness for a particular purpose or
merchantability, exclusivity or results obtained from use of the material. Carnegie
Mellon University does not make any warranty of any kind with respect to
freedom from patent, trademark, or copyright infringement.
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CERT® Advisory CA-99-17 Denial-of-Service
Tools

Original release date: December 28, 1999, 15:00 EST (GMT -0500)
Last Updated: December 28, 1999, 20:00 EST (GMT -0500)
Source: CERT/CC

A complete revision history is at the end of this file.

Systems Affected

e All systems connected to the Internet can be affected by denial-of-service attacks. Tools
that run on a variety of UNIX and UNIX-like systems and Windows NT systems have
recently been released to facilitate denial-of-service attacks. Additionally, some MacOS
systems can be used as traffic amplifiers to conduct a denial-of-service attack.

L. Description
New Distributed Denial-of-Service Tools

Recently, new techniques for executing denial-of-service attacks have been made public. A tool
similar to Tribe FloodNet (TEN), called Tribe FloodNet 2K (TFN2K) was released. Tribe

FloodNet is described in http://www.cert.org/incident notes/IN-99-07 html#tfn.

Like TEN, TEN2K is designed to launch coordinated denial-of-service attacks from many
sources against one or more targets simultaneously. It includes features designed specifically to
make TFN2K traffic difficult to recognize and filter, to remotely execute commands, to
obfuscate the true source of the traffic, to transport TEN2K traffic over multiple transport
protocols including UDP, TCP, and ICMP, and features to confuse attempts to locate other nodes
in a TEN2K network by sending "decoy” packets.

TFN2K is designed to work on various UNIX and UNIX-like systems and Windows NT.

TFN2K obfuscates the true source of attacks by spoofing IP addresses. In networks that employ
ingress filtering as described in [1], TEN2K can forge packets that appear to come from
neighboring machines.

Like TFN, TEN2K can flood networks by sending large amounts of data to the victim machine.
Unlike TFN, TEN2K includes attacks designed to crash or introduce instabilities in systems by
sending malformed or invalid packets. Some attacks like this are described in

http://www.cert.org/advisories/CA-98-13-tcp-denial-of-service.html

http://www.cert.org/advisories/CA-97.28 . Teardrop Land.html

Also like TFN, TFN2K uses a client-server architecture in which a single client, under the
control of an attacker, issues commands simultaneously to a set of TEN2K servers. The servers
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then conduct the denial-of-service attacks against the victim(s). Installing the server requires that
an intruder first compromise a machine by different means.

Asymmetric traffic from MacOS 9

MacOS 9 can be abused by an intruder to generate a large volume of traffic directed at a victim
in response to a small amount of traffic produced by an intruder. This allows an intruder to use
MacOS 9 as a "traffic amplifier," and flood victims with traffic. According to [3], an intruder can
use this asymmetry to "amplify” traffic by a factor of approximately 37.5, thus enabling an
intruder with limited bandwidth to flood a much larger connection. This is similar in effect and
structure to a "smurf" attack, described in

bttp://www.cert.org/advisories/CA-98.01.smurf.html

Unlike a smurf attack, however, it is not necessary to use a directed broadcast to achieve traffic
amplification.

I1. Impact

Intruders can flood networks with overwhelming amounts of traffic or cause machines to crash
or otherwise become unstable.

ITI. Solution

The problem of distributed denial-of-service attacks is discussed at length in [2], available at

http://www.cert.org/reports/dsit workshop.pdf

Managers, system administrators, Internet Service Providers (ISPs) and Computer Security
Incident Response Teams (CSIRTs) are encouraged to read this document to gain a broader
understanding of the problem. '

For the ultimate victim of distributed denial-of-service attacks

Preparation is crucial. The victim of a distributed denial-of-service attack has little recourse
using currently available technology to respond to an attack in progress. According to [2]:

The impact upon your site and operations is dictated by the (in)security of other sites and the
ability of of a remote attackers to implant the tools and subsequently to control and direct
multiple systems worldwide to launch an attack.

Sites are strongly encouraged to develop the relationships and capabilities described in [2] before
you are a victim of a distributed denial-of-service attack.

For all Internet Sites

System and network administrators are strongly encouraged to follow the guidelines listed in [2].
In addition, sites are encouraged to implement ingress filtering as described in [1]. CERT/CC
recommends implementing such filtering on as many routers as practical. This method is not
foolproof, as mentioned in [1]:
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While the filtering method discussed in this document does absolutely nothing to protect
against flooding attacks which originate from valid prefixes (IP addresses), it will prohibit
an attacker within the originating network from launching an attack of this nature using
Jorged source addresses that do not conform to ingress filtering rules.

Because TFN2K implements features designed specifically to take advantage of the granularity
of ingress filtering rules, the method described in [1] means that sites may only be able to
determine the network or subnet from which an attack originated.

Sites using manageable hubs or switches that can track which IP addresses have been seen at a
particular port or which can restrict which MAC addresses can be used on a particular port may
be able to further identify which machine(s) is responsible for TEN2K traffic. For further
information, consult the documentation for your particular hub or switch.

The widespread use of this type of filtering can significantly reduce the ability of intruders to use
spoofed packets to compromise or disrupt systems.

Preventing your site from being used by intruders

TFN2K and similar tools rely on the ability of intruders to install the client. Preventing your
systemn from being used to install the client will help prevent intruders from using your systems
to launch denial-of-service attacks (in addition to whatever damage they may cause to your
systems).

Popular recent attacks can be found at

hitpr/fiwww.cert.org/current/eurrent_activity. html

Sites are encouraged to regularly visit this page and address any issues found there.
For the "Mac Aftack”
Apple has developed a patch, as described in Appendix A, Plcase see the information there.

Appendix A contains information provided by vendors for this advisory. We will update the
appendix as we receive or develop more information. If you do not see your vendor’s name in
Appendix A, the CERT/CC did not hear from that vendor. Please contact your vendor directly.

Appendix A. Vendor Information

Apple Computer

OT Tuner 1.0 switches off an option in Open Transport that would cause a Macintosh to respond
to certain small network packets with a large Internet Control Message Protocol (ICMP) packet.
This update prevents Macintosh computers from being the cause of certain types of Denial of
Service (DOS) issues.

The update is available from our software update server at

http://asu.info.apple.com/swupdates.nsf/artnum/n 11559
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In addition, it will soon be available via the automatic update feature that is part of Mac OS 9.
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Using encryption

We strongly urge you to encrypt sensitive information sent by email. Our public PGP key is
available from

http:/rwww.cert.ore/CERT PGP.key

If you prefer to use DES, please call the CERT hotline for more information.
Getting security information

CERT publications and other security information are available from our web site

http:/fwww.cert.org/

To be added to our mailing list for advisories and bulletins, send email to cert-advisory-
request@cert.org and include SUBSCRIBE your-~email-address in the subject of your message.

Copyright 1999 Carnegie Mellon University.
Conditions for use, disclaimers, and sponsorship information can be found in
http/iwww.cert.org/lesal stuff.htmi

* "CERT" and "CERT Coordination Center" are registered in the U.S. Patent and Trademark
Office.

NO WARRANTY

Any material furnished by Carnegie Mellon University and the Software Engineering
Institute is furnished on an "as is" basis. Carnegie Mellon University makes no warranties
of any Kkind, either expressed or implied as te any matter including, but not limited to,
warranty of fitness for a particular purpose or merchantability, exclusivity or results
obtained from use of the material. Carnegie Mellon University does not make any warranty
of any kind with respect to freedom from patent, trademark, or copyright infringement.
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CERT® Incident Note IN-99-07

The CERT Coordination Center publishes incident notes to provide information about
incidents to the Internet community.

Distributed Denial of Service Tools

Updated: December 8, 1999 (added DSIT Workshop paper and IN-99-05)
Thursday, November 18, 1998

Overview

We have received reports of intruders installing distributed denial of service tools. Tools
we have encountered utilize distributed technology to create large networks of hosts
capable of launching large coordinated packet flooding denial of service attacks.

We have seen distributed tools installed on hosts that have been compromised due to
exploitation of known vuinerabilities. In particular, we have seen vulnerabilities in
various RPC services exploited. For more information see the following CERT Incident
Notes:

IN-98-04, Similar Attacks Using Various RPC Services
IN-89-05, Systems Compromised Through a Vulnerability in am-utils

Two of the tools we have seen are known as trinoo (or trin00) and tribe flood network
{or TFN). These tocls appear to be undergoing active development, testing, and
deployment on the Internet. :

Descriptions
s Trinoco

» Tribe Flood Network

Trinoo

Trinoo is a distributed tool used to launch coordinated UDP flood denial of service
attacks from many sources. For more information about various UDP fiood attacks,
please see CERT Advisory CA-96.01. A trinoo network consists of a small number of
servers, or masters, and a large number of clients, or daemons.

A denial of service attack utilizing a trinoo network is carried out by an intruder
connecting 1o a trinoo master and instructing that master to launch a denial of service
attack against one or more IP addresses. The trinoo master then communicates with
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the daemons giving instructions to attack one or more IP addresses for a specified
period of time.

1. intruder —----- master; destination port 27665/tcp
2. master -~ daemons; destination port 27444/udp
3. daemonsg -mens UDP flood to target with randomized destination ports

The binary for the trinoo daemoen contains IP addresses for one or more trinco master.
When the trinoo daemon is executed, the dasmon announces it’s availability by sending
a UDP packet containing the string "*HELLO*" to it's programmed trinoo master IP
addresses.

daemon ------ masters; destination port 31335/udp

The trinoo master stores a list of known daemons in an encrypted file named "..." in the
same directory as the master binary. The trinoo master can be instructed to send a
broadcast request to all known daemons to confirm availability. Daemons receiving the
broadcast respond to the master with a UDP packet containing the string "PONG".

1. intruder ~=---- master; destination port 27665/tcp
2. master ~m-- daemons; destination port 27444/udp
3. daemons - master; destination port 31335/udp

All communications to the master on port 27665/tcp require a password, which is stored
in the daemon binary in encrypted form. All communications with the daemon on port
27444/udp require the UDP packet to contain the string “l44" (that’s a lowercase L, not a
one).

The source IP addresses of the packsts in a trinoo-generated UDP flood attack are not
spoofed in versions of the tool we have seen. Future versions of the tool could
implement IP source address spoofing. Regardless, a trinoo-generated denial of service
attack will most likely appear to come from a large number of different source
addresses.

We have seen trinco daemons installed under a variety of different names, but most
commonly as

e ns

* hilp

¢ rpc.irinoo
« rpc.listen

e trinix
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* pc.irix
»  rix

Running strings against the daemon and master binaries produces output similar to this
(we have replaced master IP address references in the daemon binary with X.X.X.X)

trinoo daemon trinoo master
socket ———
bind v1.07d2+£3+¢
recvfirom trinoo %s
%5 %s %s lddadsl
alf3¥yWwiohw.Vv. sock
PONG OnmlVNMKXgRMYM
*HELLO* 15:08:41
X.X.X.X Aug 16 1999
X . X.¥%.X trinco %s [%s:%s]
X . X.X.X bind

read

*HELLO*

. rest omitted

Tribe Flood Network

TFN, much like Trinoo, is a distributed tool used to launch coordinated denial of service
attacks from many sources against one or more targets. In additional to being able to
generate UDP flood attacks, @ TFN network can also generate TCP SYN flood, ICMP
echo request flood, and ICMP directed broadcast (e.g., smurf) denial of service attacks.
TFN has the capability to generate packets with spoofed source IP addresses. Please
see the following CERT Advisories for more information about these types of denial of
service attacks.

CA-96.01, TCP SYN Flooding and IP Spoofing Attacks
CA-98.01, "smurf" IP Denial of Service Attacks

A denial of service attack utilizing a TFN network is carried out by an intruder instructing
a client, or master, program to send attack instructions to a list of TFN servers, or
daemons. The daemons then generate the specified type of denial of service attack
against one or more target IP addresses. Source IP addresses and source ports can be
randomized, and packet sizes can be altered.

A TFN master is executed from the command line to send commands to TFN daemons.
The master communicates with the daemons using ICMP echo reply packets with 16 bit
binary values embedded in the 1D field, and any arguments embedded in the data
portion of packet. The binary values, which are definable at compile time, represent the
various instructions sent between TFN masters and daemons.
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Use of the TFN master requires an intruder-supplied list of IP addresses for the
daemons. Some reports indicate recent versions of TFN master may use blowfish
encryption to conceal the list of daemon IP addresses. Reporis also indicate that TFN
may have remote file copy {e.g., rcp) functionality, perhaps for use for automated
deployment of new TFN daemons and/or software version updating in existing TFN
networks.

We have seen TFN daemons installed on systems using the filename td. Running
strings on the TFN daemon binary produces output similar to this.

$d.%d. %d.%4d

IcMp

Error sending syn packet.
tc: unknown host
3.3.3.3

mservers

randomsucks

skillz

rm -rf %s

ttymon

rop %5€@%s:sol.bin %s
nohup ./%s

X. X, X.X

lpsched

sicken

in.telne

Solutions

Distributed attack tools leverage bandwidth from multiple systems on diverse natworks
to produce very potent denial of service attacks. To a victim, an attack may appear to
come from many different source addresses, whether or not IP source address spoofing
is employed by the attacker. Responding to a distributed attack requires a high degree
of communication between Internet sites. Prevention is not straight forward because of
the interdependency of site security on the Intemet; the tools are typically installed on
compromised systems that are outside of the administrative control of eventual denial of
service attack targets.

There are some basic suggestions we can make regarding distributed denial of service
attacks:

« Prevent installation of distributed attack tools on your systems

Remain current with security-related patches to operating systems and
applications software. Follow secutity best-practices when administrating
networks and systems.

» Prevent origination of IP packets with spoofed source addresses
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For a discussion of network ingress filtering, refer to

RFC 2267, Network Ingress Filtering: Defeating Denial of Service Attacks
which employ IP Source Address Spoofing

Monitor your network for sighatures of distributed attack tools

Sites using intrusion detection systems (e.g., IDS) may wish to establish patterns
to look for that might indicate trinoo or TFN activity based on the communications
between master and daemon portions of the tools. Sites who use pro-active
network scanning may wish to include tests for installed daemons and/or masters
when scanning systems on your network.

if you find a distributed attack tool on your systems

It is important to determine the role of the tools installed on your system. The
piece you find may provide information that is useful in locating and disabling
other parts of distributed attack networks. We encourage you to identify and
contact other sites involved.

If you are involved in a denial of service atiack

Due to the potential magnitude of denial of service attacks generated by
distributed networks of tools, the target of an attack may be unable to rely on
Internet connectivity for communications during an attack. Be sure your security
policy includes emergency out-of-band communications procedures with
upstream network operators or emergency response teams in the event of a
debilitating attack.

In November 1998, experts addressed issues surrounding distributed-systems intruder
tools. The DSIT Workshop produced a paper where workshop participants examine the
use of distributed-system intruder tools and provide information about protecting
systems from attack by the tools, detecting the use of the tools, and responding to
attacks.

Results of the Distributed-Systems Intruder Tools Workshop

Acknowledgments
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CERT® Incident Note IN-99-06

The CERT Coordination Center publishes incident notes to provide information about
incidents to the Internet community.

Distributed Network Sniffer
Monday, October 25, 1999

Overview

We have received reports of intruders using distributed network sniffers to capture
usernames and passwords. The distributed sniffer consists of a client and a server
portion. The sniffer clients have been found exclusively on compromised Linux hosts.

Description

The following characteristics may be present on compromised hosts running the sniffer
client:

« The sniffer clients have been found exclusively on compromised Linux hosts,
Some reports indicate a vulnerability in the cron daemon may be used to
leverage privileged access. We suspect user accounts with compromised
passwords may be used to gain initial access.

» The executing sniffer binary may appear in the process list using a deceptive
name, such as in.ielnetd. Here is an example of the client as found in a process
list of & compromised host: '

in.telnetd ARGS=/sbin/init 59300 NO_MOD_PARMS=install
ARGS=/USR/SBIN/CRON EMB= ARG=/tmp/passwd LOGHOST=XXX.XXX.XXX.XXX

The value of LOGHOST appears to be one or more [P addresses for remote
sniffer servers.

« The binary /shin/init may be replaced with an intruder-supplied binary, with the
original moved to /dev/init. The malicious /sbin/init binary makes use of kemel
modules to conceal system changes. An existing /dev/init copy may be visible to
stat() if it's full path is given {e.g., "Is -} /dev/init").

» UDP packets containing username and password information may be sent {o one
or more remote sniffer servers using source port 21845/udp.

The characteristics of the sniffer server include these:

» Appears 1o listen for incoming UDP packets from sniffer clients on port
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21845/udp.
» May run as an ordinary user without ptivileges.
Solutions

If you believe a host has been compromised, we encourage you to disconnect the host
from the network and review our steps for recovering from a root compromise:

httn//www.cert.org/tech tips/root compromise.himi

We encourage you to ensure that your hosts are current with security patches or work-
arounds for well-known vulnerabilities.
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CERT* Advisory CA-98.01

Original issue date: Jan. 05, 1998
Last revised: August 24, 1998 Updated vendor information for Data General

Corporation.

A complete revision history is at the end of this file.

"smurf" IP Denial-of-Service Attacks

This advisory is intended primarily for network administrators responsible for router
configuration and maintenance.

The attack described in this advisory is different from the denial-of-service attacks
described in CERT advisory CA-87.28.

The CERT Coordination Center has received reports from network service providers
{NSPs), Internet service providers {ISPs}, and other sites of continuing denial-of-service
attacks involving forged ICMP echo request packets (commonly known as "ping”
packets) sent to IP broadcast addresses. These attacks can result in large amounts of
ICMP echo reply packets being sent from an intermediary site to a victim, which can
cause network congestion or outages. These attacks have been referred to as "smurf"
attacks because the name of one of the exploit programs attackers use to execute this
attack is called "smurf."

The CERT/CC urges you to take the steps described in Section i to reduce the
potential that your site can be used as the origination site (Sec. 111.C) or an intermediary
{Sec. LA} in this attack. Although there is no easy solution for victim sites, we provide
some recommendations in Seg, 1IL.B.

We will update this advisory as we receive additional information. Please check our
advisory files regularly for updates that relate to your site.

I. Description

The two main components to the smurf denial-of-service attack are the use of forged
ICMP echo request packets and the direction of packels to IP broadcast addresses,

The Internet Control Message Protocol (ICMP) is used to handle errors and exchange
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control messages. ICMP can be used to determine if a machine on the internet is
responding. To do this, an ICMP echo request packet is sent to a machine. If a machine
receives that packet, that machine will return an iICMP echo reply packet. A common
implementation of this process is the "ping" command, which is included with many
operating systems and network software packages. ICMP is used to convey status and
error information including notification of network congestion and of other network
transport problems. ICMP can also be a valuable tool in diagnosing host or network
problems.

On IP networks, a packet can be directed to an individual machine or broadcast to an
entire network. When a packet is sent to an |IP broadcast address from a machine on
the local network, that packet is delivered to all machines on that network. When a
packet is sent to that IP broadcast address from a machine outside of the local network,
it is broadcast fo all machines on the target network (as long as routers are configured
to pass along that traffic).

IP broadcast addresses are usually network addresses with the host portion of the
address having all one bits. For example, the IP broadcast address for the network
10.0.0.0 is 10.255.255.255. If you have subnetted your class A network into 256
subnets, the IP broadcast address for the 10.50 subnet would be 10.50.255.255.
Network addresses with all zeros in the host portion, such as 10.50.0.0, can aiso
produce a broadcast response.

in the "smurf" attack, attackers are using ICMP echo request packsts directed to IP
broadcast addresses from remote locations to generate denial-of-service attacks. There
are three parties in these attacks: the attacker, the intermediary, and the victim (note
that the intermediary can also be a victim).

The intermediary receives an ICMP echo request packet directed to the IP broadcast
address of their network. If the intermediary does not filter ICMP traffic directed to IP
broadcast addresses, many of the machines on the network will receive this ICMP echo
request packet and send an ICMP echo reply packet back. When (potentially) all the
machines on a network respond to this ICMP echo request, the result can be severe
network congestion or outages.

When the attackers create these packets, they do not use the IP address of their own
machine as the source address. Instead, they create forged packets that contain the
spoofed source address of the attacker’s intended victim. The result is that when all the
machines at the intermediary’s site respond to the ICMP echo requests, they send
replies to the victim’s machine. The victim is subjected to network congestion that could
potentially make the nstwork unusable. Even though we have not labeled the
intermediary as a "victim," the intermediary can be victimized by suffering the same
types of problem that the "victim" does in these attacks.

Attackers have developed automated tools that enable them to send these attacks to
mutltiple intermediaries at the same time, causing all of the intermediaries to direct their
responses to the same victim. Attackers have also developed tools to look for network
routers that do not filter broadcast traffic and networks where multiple hosts respond.
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These networks can the subsequently be used as intermediaries in attacks.
For a more detailed description of the "smurf' attack, please consult this document:

"The Latest in Denial of Service Attacks: 'Smurfing”:
Description and Information to Minimize Effects”
Author: Craig Huegen <chusgen @ guadrunner.com>
URL: hitp://www . quadrunner.com/~chuegen/smurf.ixt

Il. Impact

Both the intermediary and victim of this attack may suffer degraded network
performance both on their internal networks or on their connection to the Internet.
Performance may be degraded to the point that the network cannot be used.

A significant enough stream of traffic can cause serious performance degradation for
small and mid-leve! 1SPs that supply service to the intermediaries or victims. Larger
ISPs may see backbone degradation and peering saturation.

. Solution

A.Solutions for the Intermediary

1. Disable IP-directed broadcasts at your router.

One solution to prevent your site from being used as an intermediary in
this attack is to disable IP-directed broadcasts at your router. By disabling
these broadcasts, you configure your router to deny IP broadcast traffic
onto your network from other networks. In almost all cases, IP-directed
broadcast functionality is not needed.

Appendix A contains details on how to disable iP-directed broadcasts for
some router vendors. If your vendor is not listed, contact that vendor for
instructions.

You should disable IP-directed broadcasts on all of your routers. It is not
sufficient to disable IP-directed broadcasts only on the router(s) used for
your external network connectivity. For example, if you have five routers
connecting ten LANs at your site, you should turn off IP-directed
broadcasts on all five routers.

2. Configure your operating system to prevent the machine
from responding to ICMP packets sent to IP broadcast
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addresses.

If an intruder compromises a machine on your network, the intruder may
try to launch a smurf attack from your network using you as an
intermediary. In this case, the intruder would use the compromised
machine to send the ICMP echo request packet to the IP broadcast
address of the local network. Since this traffic does not travel through a
router to reach the machines on the local network, disabling 1P-directed
broadcasts on your routers is not sufficient to prevent this attack.

Some operating systems can be configured to prevent the machine from
responding to ICMP packets sent to [P broadcast addresses. Configuring
machines so that they do not respond to these packets can prevent your
machines from being used as intermediaries in this type of aitack.

Appendix A also contains details on how to disable responding to ICMP
packets sent to IP broadcast addresses on some operating systems. If
your operating system is not listed, contact your vendor for instructions.

B.Solutions for the Victim

Unfortunately, there is no easy solution for victims receiving the potentially large
number of ICMP echo reply packets. ICMP echo reply traffic {the traffic from the
intermediary) could be blocked at the victim’s router; however, that will not
necessarily prevent congestion that occurs between the victim’s router and the
victim’s Internet service provider. Victims receiving this traffic may need to
consuit with their Internet service provider to temporarily block this type of traffic
in the ISP’s network. .

Additionally, victims in this position shouid contact the intermediaries and inform
them of the attack and of the steps described in the previous section. (Please
refer them to hitp:/Awww.cert.org/nav/alerts.himi or

fip/iftp.cert org/publcent advisories/ for the most recent version of this advisory.)

Victims can use the "whois" command to obtain contact information for the sites.
More information on using whois is available in

fip//fo.cert.org/pub/whois how 1o

C.Solution for the Site Where Attacks Originate

We recommend filtering outgoing packets that contain a source address from a
different network.

Attacks like the smurf attack rely on the use of forged packets, that is, packets for
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which the attacker deliberately falsifies the origin address. With the current IP
protocol technology, it is impossible to eliminate IP-spoofed packets. However,
you can use filtering to reduce the likelihood of your site’s networks being used to
initiate forged packets.

As we mentioned in CERT advisory CA-97.28 on Teardrop and Land denial-of-
service attacks, the best current method to reduce the number of IP-spoofed
packets exiting your network is to install filtering on your routers that requires
packets leaving your network to have a source address from your internal
network. This type of filter prevents a source IP-spoofing attack from your site by
filtering all outgoing packsts that contain a source address from a different
network.

A detailed description of this type of filtering is available in RFC 2267, "Network
Ingress Filtering: Defeating Denial of Service Attacks which employ IP Source
Address Spoofing" by Paul Ferguson of Cisco Systems, inc. and Daniel Senie of
Blazenet, Inc. We recommend it to both internet Service Providers and sites that
manage their own routers. The document is currently available at

fioffndsiedufin-noles/ric2267 bd

Appendix A - Vendor Information

Below is a list of the vendors who have provided information for this advisory. We will
update this appendix as we receive additional information. If you do not see your
vendor's name, the CERT/CC did not hear from that vendor. Please contact the vendor
directly.

Cray Research - A Silicon Graphics Company

Current versions of Unicos and Unicos/mk do not have the ability to reject ICMP
reguests send to broadcast addresses. We are tracking this problem through SPR
709733.

Cisco Systems

Cisco recommends the following configuration settings as protection against being used
as an intermediary in smurf attacks:

1. Disabling IP directed broadcast for all interfaces on which it is not needed. This
must be done on all routers in the network, not just on the border routers. The
command "no ip directed-broadcast" should be applied to each interface on
which directed broadcasts are to be disabled.

Very few IP applications actually need to use directed broadcasts, and it's
extremely rare for such an application to be in use in a network without the
knowledge of the network administrator. Nonetheless, as when any functionality
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is disabled, you should be alert for possible problems.
This is the preferred solution for most networks.

2. It your network configuration is simple enough for you to create and maintain a
list of all the directed broadcast addresses in your network, and if you have a
well-defined perimeter separating your own network from potentially hostile
networks, consider using a filter at the perimster to prevent directed broadcasts
from entering the network. For example, if your network number is 172.16.0.0,
and you uniformly use a subnet mask of 255.255.255.0, then you might use
Cisco access list entries like

accegs~list 101 deny ip 0.0.0.0 255.255.255.255 172.16.0.255

0.0.255.90
access-1list 101 deny ip 0.0.0.0 255.255,.255.255 172.16.0.0

0.0.255.0

Note that this is not a complete access list; it's simply two entries. See the Cisco
documentation for more information on configuring access lists. The best place to
apply such a filter is usually on the incoming side of each router interface that
connects to the potentially hostile network.

This solution may be administratively infeasible for networks using variable-

length subnet masks, or which have complex external connectivity. There is also
some possibility that legitimate directed broadcasts may be being sent into your
network from the outside, especially if you're working in a research environment.

In addition to these protections against being used as an intermediary in a smurf attack,
Cisco recommends that you take steps to prevent users within your own network from
launching such attacks. For "stub” networks which do not provide transit connectivity
(most corporate and institutional networks, many smaller ISPs)}, this is usually best done
by instaliing filters at the network perimeter to prevent any packets from leaving your
network unless their IP source addresses actually lie within your network’s address
space. For the example network above, you might place the following eniry in the
incoming access lists on the interface(s) facing your internal network:

access-list 101 permit ip 172.16.0,0 0.0.255.255 0.0.0.0 255.255.255.255
access-list 101 deny ip 0.0.0.0 255.255.255.255 0.0.0.0 255.255.255.255

Data General Corporation

DG/UX has an option to enable/disable the forwarding of IP broadcast packets. It is
disabled by default. This means that if DG/UX is used along the path, it will not forward
the attack packets.

DG/UX B2 with Security Option has a ‘netcirf’ facility which enabies the administrator to
disable the response to a broadcast ICMP ping message.
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DIGITAL EQUIPMENT CORPORATION

Currently DIGITAL products do not deny individual ICMP service to a host. That, outside
the intranet, firewalls should protect from this kind of spoof/attack.

If the problem has to be dealt with inside the firewall and the intranet, then policy shouid
address "malicious acts"and the individuals responsible.

FreeBSD, Inc.

In FreeBSD 2.2.5 and up, the tep/ip stack does not respond to icmp echo requests
destined to broadcast and multicast addresses by default. This behaviour can be
changed via the sysctl command via mib net.inet.icmp.bmcastecho.

IBM Corporation
AlX 4

There is a network atiribute called "bcastping" that controls whether or not responses to
ICMP echo packets to the broadcast address are allowsd. A value of zero turns off
responses and a value of one turns them on. The default is zero (i.e., by default AIX
version 4 is not vulnerable to the described denial-of-service attack]).

Use the following command to check the value of the beastping attribute:

$ no -o beastping

Use the following command to turn off responses to ICMP broadcast packets (as root):
# no -o beastping=0

AIX3

The *beastping" attribute does not exist in version 3.

IBM and AIX are registered trademarks of International Business Machines Corporation.
Livingston Enterprises, Inc. '

Livingston Enterprises products don't respond to ICMP packets not sent to their own
address, but do forward them. They’re currently examining the problem to see what kind
of solution they can provide.

The NetBSD Project

Under NetBSD you can disable forwarding of directed broadcast packets with this
command, as root:

# sysctl -w net.inet.ip.directed-broadcast=0

NetBSD will always respond to broadcast ICMP packets. In the future, NetBSD may
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allow this to be disabled.
Sun Microsystems

To prevent incoming broadcast packets from entering your network (ill. A. 1. in this
advisory)

Solaris 2.6, 2.5.1, 2.5, 2.4, and 2.3:

Use the command: ndd -set /dev/ip ip_forward_directed broadcasts 0

Sun0S 4.1.3_U1 and 4.1.4:

Do the following:

Add “‘options DIRECTED _BROADCAST=0'' to system configuration
file and rebuild kernel

To prevent systems from responding to broadcast ICMP packets (lll. A. 2. in this
advisory)

Solaris 2.6, 2.5.1, 2.5, 2.4, and 2.3:
Use the command: ndd -set /dev/ip ip_respond_to_echo_broadcast 0

A corresponding variable for ip_respond_to_echo_broadcast does not exist in
Sun0S 4.1.x.

The CERT Coordination Center thanks Craig A. Huegen. Much of the content in this
advisory has been derived from his document on "smurf" attacks. The CERT
Coordination Center also thanks Paul Ferguson and Daniel Senie for providing
information on network ingress filtering, and John Bashinski of Cisco for his
contributions.

If you believe that your system has been compromised, contact the CERT Coordination
Center or your representative in the Forum of Incident Response and Security Teams
{see hitp/Awww first orglteam-inte/)

CERT/CC Contact Information
Email cett @cert.org
Phone +1 412-268-7090 (24-hour hotline}

CERT personnel answer 8:30-5:00 p.m. EST(GMT-5) / EDT(GMT-4) and are on call for
emergencies during other hours.

Fax +1 412-268-6989

Postal address:
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CERT Coordination Center
Software Engineering Institute
Carnegie Msllon University
Pittsburgh PA 15213-3890
USA

Using encryption

We strongly urge you to encrypt sensitive information sent by email. We can support a
shared DES key or PGP. Contact the CERT/CC for more information.

Location of CERT PGP key
fip e cortorg/pub/CERT PGP koy

Getting security information
